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GENERALIZED ZEROS AND POLES OF Nκ-FUNCTIONS: ON THE
UNDERLYING SPECTRAL STRUCTURE

SEPPO HASSI AND ANNEMARIE LUGER

To our friend and colleague Henk de Snoo on the occasion of his sixtieth birthday.

Abstract. Let q be a scalar generalized Nevanlinna function, q ∈ Nκ. Its gene-
ralized zeros and poles (including their orders) are defined in terms of the function’s
operator representation. In this paper analytic properties associated with the under-
lying root subspaces and their geometric structures are investigated in terms of the
local behaviour of the function. The main results and various characterizations are
expressed by means of (local) moments, asymptotic expansions, and via the basic
factorization of q. Also an inverse problem for recovering the geometric structure of
the root subspace from an appropriate asymptotic expansion is solved.

1. Introduction

Let q belong to the classNκ of scalar generalized Nevanlinna functions. Such a function
is always meromorphic in C \ R and admits a (minimal) representation by means of a
self-adjoint relation A in a Pontryagin space K (with negative index κ). The generalized
zeros and poles of q are defined in terms of such representations, as the eigenvalues of the
corresponding self-adjoint relations, cf. [12]. The order of a generalized zero and pole is
defined as the algebraic multiplicity of the corresponding eigenvalue. If the generalized
zero (pole) is a point of holomorphy (meromorphy, respectively) of the function q then
it is just an ordinary zero (pole) of q and the order coincides with the usual multiplicity
of the zero (pole) of q. However, such points can also be embedded in the real spectrum.

In the literature a special attention has been paid to those generalized zeros and poles
that are not of positive type, that is, the corresponding eigenvector is a non-positive
element in K. These poles and zeros make an essential difference when compared to the
situation that appears in the Hilbert space case. At such a point the algebraic multiplicity
of the corresponding eigenvalue can be strictly bigger than its geometric multiplicity and
the root subspace can contain nontrivial non-positive vectors. The degree of non-positivity
πβ of a generalized zero β ∈ C∪{∞} (να of a generalized pole α ∈ C∪{∞}) of q describes
the maximal dimension of a non-positive (invariant) subspace of the root subspace. Here
the term “degree of non-positivity” will be used instead of the original term “multiplicity
of a generalized zero of non-positive type” to make a clear distinction between this notion
and the algebraic multiplicity of an eigenvalue (i.e. the order of a generalized zero). Both
of these notions have an important role in the present paper. According to [12] the sum
of the degrees πβ (να) of all generalized zeros (poles, respectively), including the point
z = ∞, is equal to the index κ. An analytic characterization for the degree of non-
positivity of generalized zeros and poles of non-positive type was obtained in [13]. A
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comprehensive discussion of poles not of positive type in the case κ = 1 can be found
in [4]. The subclass N∞

κ , which contains functions with only one generalized pole at
∞, has been investigated in [7]. In particular, Theorem 3.1 includes as a special case
the results [7, Theorem 4.2, Theorem 5.1] in a slightly different but equivalent form.
An approach which uses asymptotic expansions and certain, not necessarily canonical
(basic), factorization models for the functions q ∈ Nκ is developed in [5] and contains a
detailed analysis of the underlying root subspace R∞(A) in a model space.

In this paper the most general situation is taken up by studying all generalized poles
and zeros of an arbitrary scalar generalized Nevanlinna function q ∈ Nκ. In particular,
the spectral structure of a representing self-adjoint relation in the Pontryagin space K
at the generalized zeros and poles is investigated. Characterizations associated with the
underlying algebraic root subspaces and their geometric structure are given in analytic
as well as spectral theoretical terms. For instance, it is shown that β ∈ R is a gene-
ralized zero of q ∈ Nκ geometrically means that q admits a minimal representation in a
Pontryagin space K of the form

q(z) = (z − β)
[(

I + (z − β)(A− z)−1
)
w,w

]
,

where A is a self-adjoint relation in K with ker(A− β) = {0} and w ∈ K. This leads to
various descriptions concerning the structure of the underlying root subspace by means
of the local behaviour of the function q at β. In particular, the following result holds:

Theorem. Let a function q, q(z) 6≡ 0, belong to the class Nκ. If β ∈ R is a generalized
zero of q, then q admits an asymptotic expansion of the form

(1.1) q(z) = sn−1(z − β)n + · · ·+ sm−1(z − β)m + o((z − β)m) as z→̂β.

Conversely, if a function q ∈ Nκ admits an asymptotic expansion of the form (1.1) and
this expansion satisfies appropriate maximality conditions (see Section 5), then β is a
generalized zero of q of order dβ = min

{
n, [m+1

2 ]
}

and with degree of non-positivity

πβ =



n−1
2 , if n odd and sn−1(β) > 0,

n+1
2 , if n odd and sn−1(β) < 0,

n
2 , if n even,

[n
2 ](= dβ), if n = m + 1.

Moreover, the inner product structure on the underlying root subspace is determined by
the Hankel matrix Gβ = [si+j−2(β)]dβ

i,j=1, where dβ = min
{
n, [m+1

2 ]
}
.

Here the real constants si(β) can be interpreted as the local moments of q at β.
Another way of characterizing the geometric structure of the underlying root subspace
at β is using the function’s basic factorization, where q is written as a product of a
rational function and a usual Nevanlinna function q0 (see Section 6). Then, for instance,
the results in the above theorem can be stated in terms of the degree of non-positivity
of β and the spectral properties of q0.

The paper is organized as follows. In Section 2, necessary definitions and properties
of generalized Nevanlinna functions and their operator representations are given. One of
the main results in this paper is Theorem 3.1 in Section 3, where the order of a gener-
alized zero β is characterized in terms of the (local) moments of q, which by definition
describe the local behaviour of the function q at β. In Section 4, some further char-
acterizations for the generalized zeros and poles, including their order, are given. Also
the geometric structure (the inner product) of the underlying root subspace is described
in a straightforward manner by using the (local) moments of q, which leads to a char-
acterization for the degree of non-positivity of generalized zeros of q in terms of (local)
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moments. In Section 5, appropriate asymptotic expansions are introduced and, in partic-
ular, the results in the above theorem are established. Moreover, the announced inverse
problem is solved in this section. Finally, in Section 6 the main results in the previous
sections are translated into the basic factorization of q, leading to spectral theoretical
characterizations involving the spectral measure of the factor q0 ∈ N0.

2. Preliminaries

By definition a function q : D ⊂ C → C belongs to the class of generalized Nevanlinna
functions Nκ if it is meromorphic in C \ R (with domain of holomorphy D), if it is
symmetric with respect to the real line, i. e., q(z) = q(z) for z ∈ D, and if the so-called
Nevanlinna kernel

Nq(z, ζ) :=
q(z)− q(ζ)

z − ζ
for z, ζ ∈ D

has κ negative squares. It is well known (see e.g. [11]) that these functions can also
be characterized by their operator representations. That is, a function q belongs to the
class of generalized Nevanlinna functions if and only if there exists a Pontryagin space(
K, [ · , · ]

)
and a self-adjoint relation A in K such that q admits the representation

(2.1) q(z) = q(z0) + (z − z0)
[(

I + (z − z0)(A− z)−1
)
v, v

]
,

where the point z0 ∈ D is fixed and v ∈ K. If, moreover, the representation (2.1) is
minimal, i. e.,

K = c. l. s.
{ (

I + (z − z0)(A− z)−1
)
v : z ∈ %(A)

}
,

then q ∈ Nκ, where κ is the negative index of the space K. Here c. l. s. stands for the
closed linear span. In this case the representation of q ∈ Nκ is unique up to unitary
equivalence.

Recall from [11] that q satisfies the condition

(2.2) lim
y↑∞

q(iy)
y

= 0 or equivalently lim
zc→∞

q(z)
Im z

= 0

if and only if in a minimal representation (2.1) of q the multi-valued part of the relation
A is trivial, i. e., A is an operator. Here and in what follows lim

zc→β
stands for the non-

tangential limit if β ∈ R ∪ {∞} and the usual limit otherwise. If, in addition, q satisfies
the growth condition

(2.3) lim
y↑∞

y |Im q(iy)| < ∞,

then v ∈ dom A and with u :=(A− z0)v the operator representation (2.1) simplifies to

(2.4) q(z) = s +
[
(A− z)−1u, u

]
,

where the real number s is given by s := q(z0)− [(A−z0)−1u, u] = lim
zc→∞

q(z). Conversely,

if q is of the form (2.4) with a self-adjoint operator A in K then q satisfies the conditions
(2.2) and (2.3), too. In particular, this gives

(2.5) q(z) =
[
(A− z)−1u, u

]
if and only if lim

y↑∞
y |q(iy)| < ∞.

Recall that an ordinary Nevanlinna function q0 ∈ N0 admits also an integral representa-
tion

(2.6) q0(z) = a + bz +
∫ ∞

−∞

( 1
t− z

− t

1 + t2

)
dσ(t),

where a ∈ R, b ≥ 0, and σ is a real measure with
∫∞
−∞

1
1+t2 dσ(t) < ∞. For a connection

to the above minimal representation (2.1), see for instance [14]. The finite eigenvalues
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of A are then exactly those real points where σ has a point mass. Moreover, it follows
from (2.6) that

(2.7) b = lim
y↑∞

q0(iy)
y

,

which shows that A has a trivial multi-valued part exactly if b = 0. An analogue of (2.5)
can be restated in terms of the integral representation (2.6) as follows:

(2.8) q0(z) =
∫ ∞

−∞

dσ(t)
t− z

if and only if lim
y↑∞

y |q0(iy)| < ∞.

In this case,

(2.9) − lim
y↑∞

y |q0(iy)| =
∫ ∞

−∞
dσ(t) (< ∞) and otherwise lim

y↑∞
y |q0(iy)| = ∞.

It is useful to combine these basic observations with a recent factorization result concern-
ing generalized Nevanlinna functions (see [6, 2] and also Section 6 of the present paper):
every q ∈ Nκ admits a factorization of the form

q(z) = r(z)r#(z)q0(z), r(z) =
a(z)
b(z)

,

where a(z) and b(z) are monic polynomials, r#(z) = r(z), and q0 ∈ N0. One immediate
consequence is the following result.

Corollary 2.1. For every function q ∈ Nκ, the following two non-tangential limits

(2.10) lim
zc→∞

q(z)
z

, lim
zc→∞

z q(z)

exist either as a real number or as ∞.

Proof. Since 2(deg a − deg b) is even the existence of the limits (2.10) follows from the
fact that for every k ∈ Z the limit lim

zc→∞
z2k+1 q0(z) either exists as a real number, or it

is equal to ∞ (see (2.7), (2.9)). �

Definition 2.2. A point α ∈ C ∪ {∞} is called a generalized pole of q ∈ Nκ if it is
an eigenvalue of the relation A in a minimal representation (2.1). The dimension of the
algebraic eigenspace at α is called its order.

Note that the definition does not depend on a particular representation. Clearly, ∞ is
an eigenvalue of A if and only if α ∈ C is an eigenvalue of the relation A−1+α. Moreover,
the equivalence

(2.11) {u1, u2} ∈ A ⇔ {u2, u1 + αu2} ∈ A−1 + α

implies that a (maximal) Jordan chain of A at ∞ gives rise to a (maximal) Jordan chain
of A−1 + α at α, and conversely.

Remark 2.3. For a scalar generalized Nevanlinna function q the minimality of the
representation guarantees that the geometric eigenspace of A at α is one-dimensional.
Hence the order of the generalized pole α is equal to the length of a maximal Jordan
chain of A at α.

Every isolated pole α ∈ C∪ {∞} of A is just an ordinary pole of q and the order of α
as a generalized pole of q coincides with the usual multiplicity of α as a pole of q, cf.
[12]. This holds, in particular, for all non-real eigenvalues of A. The generalized poles of
q which are not ordinary poles of q correspond to so-called embedded eigenvalues of A
and they belong to R ∪ {∞}.
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If q ∈ Nκ then the function q̃(z) := −q( 1
z−α ) with α ∈ R also belongs to the class Nκ.

The next lemma associates with q and q̃ certain minimal representations involving the
self-adjoint relations A and A−1 + α, respectively.

Lemma 2.4. Let q ∈ Nκ have a (minimal) representation of the form (2.1). Then the
function q̃(λ) := −q( 1

λ−α ), α ∈ R, admits the (minimal) representation

(2.12) q̃(λ) = q̃(λ0) + (z − λ0)
[(

I + (λ− λ0)((A−1 + α)− λ)−1
)
ṽ, ṽ

]
,

where ṽ = v
|λ0−α| and λ0 = 1

z0
+ α.

Proof. Observe that

(2.13)
(
A− 1

λ− α

)−1

= −(λ− α)
(
I + (λ− α)

(
(A−1 + α)− λ

)−1
)
.

With z = 1
λ−α and z0 = 1

λ0−α one obtains from (2.13) the equality

(2.14) I + (z − z0)(A− z)−1 =
λ− α

λ0 − α

(
I + (λ− λ0)((A−1 + α)− λ)−1

)
.

With α ∈ R this leads to

q̃(λ)− q̃(λ0) =
1

|λ0 − α|2
(λ− λ0)

[(
I + (λ− λ0)((A−1 + α)− λ)−1

)
v, v

]
,

which gives the representation (2.12) for q̃. The minimality is clear from the identity
(2.14). �

In particular, by Definition 2.2, the representation (2.12) in Lemma 2.4 implies that
∞ is a generalized pole of the function q(z) if and only if α ∈ R is a generalized pole of
the function q̃(z) = −q( 1

z−α ). Furthermore, the orders of these poles coincide, cf. (2.11).
If q ∈ Nκ with q(z) 6≡ 0, then the reciprocal function

q̂(z) := − 1
q(z)

belongs to Nκ with the same index κ, which gives rise to the following notations, cf. [13],
[1].

Definition 2.5. A point β ∈ C ∪ {∞} is called a generalized zero of q ∈ Nκ of order d
if it is a generalized pole of q̂ of order d. Furthermore, q is said to assume a generalized
value s at β∈R∪{∞} if the limit lim

zc→β
q(z) =: s ∈ R exists and the function q(z)−s has

a generalized zero at β.

Finally, recall the following technical fact, which will be used in the proof of the main
theorem.

Remark 2.6. Let A be a self-adjoint operator in a Pontryagin space K. Then A can be
decomposed into an orthogonal sum,

(2.15) A = A′ ⊕A′′,

where the operator A′ is bounded and self-adjoint in K′, and A′′ is self-adjoint in K′′,
with K′ a Pontryagin space, K′′ a Hilbert space, and K = K′ ⊕K′′, see [10].
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3. The main characterization

For a formulation of the main theorem, the following notations are needed. Let a
generalized Nevanlinna function q ∈ Nκ be given. Then with β ∈ C define

(3.1) s0(β) := lim
zc→β

q(z)
z − β

and then recursively

(3.2) sn(β) := lim
zc→β

1
(z − β)n+1

[
q(z)− (z − β)s0(β)− · · · − (z − β)nsn−1(β)

]
.

Similarly, with β = ∞ define

s0(∞) := lim
zc→∞

−z q(z)

and

(3.3) sn(∞) := lim
zc→∞

−zn+1

[
q(z) +

s0(∞)
z

+ · · ·+ sn−1(∞)
zn

]
,

whenever these limits exist and are real if β ∈ R ∪ {∞}. These numbers will be referred
to as the moments of q at β, and if β ∈ R also as local moments of q. A justification
for this notation is that for an ordinary Nevanlinna function q0 ∈ N0 they coincide
with the moments of the measure σ in the integral representation (2.6) with respect
to β ∈ R ∪ {∞}, whenever these moments exist as absolutely convergent integrals, cf.
Lemma 6.1. The main theorem now reads as follows. Its proof will be presented at the
end of this section after some preparations.

Theorem 3.1. Let q ∈ Nκ with q(z) 6≡ 0 be given. Then β ∈ C ∪ {∞} is a generalized
zero of q of order dβ ≥ 1 if and only if dβ is the maximal integer with the following
properties:

(3.4) ∃ s0(β), s1(β), . . . , s2dβ−2(β) and s0(β) = s1(β) = · · · = sdβ−2(β) = 0.

As a first step the following characterization of a generalized zero without taking into
account its order will be established.

Lemma 3.2. Let q ∈ Nκ with q(z) 6≡ 0. Then the point β ∈ C ∪ {∞} is a generalized
zero of q if and only if the moment s0(β) exists.

Proof. For β ∈ C \ R the statement is clear because of the meromorphy of q. Next
consider the case β = ∞. By definition β is a generalized zero of q if and only if it is a
generalized pole of the function q̂ =− 1

q . Combining the criterion (2.2) with Corollary 2.1
one concludes that the multi-valued part of the representing relation for q̂ is non-trivial
exactly if the moment s0(∞) exists. Finally consider the case β ∈ R. By Lemma 2.4 q
has a generalized zero (or pole) at ∞ if and only if the function q̃(z) has a generalized
zero (pole) at β ∈ R, since clearly −̃ 1

q = − 1eq . It remains to observe that

lim
zc→∞

−zq(z) = lim
zc→β

q̃(z)
z − β

,

which means that q has the moment s0(∞) if and only if q̃ has the moment s0(β) and
that these moments actually coincide. This completes the proof. �

The criterion (2.5) can now be reformulated as follows.

Corollary 3.3. The point ∞ is a generalized zero of the function q ∈ Nκ if and only if
q admits a minimal operator representation of the form (2.4)

q(z) = [(A− z)−1u, u].
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In the next proposition, which extends a result that can be found in [15], the repre-
senting relation of the reciprocal function q̂ is described.

Proposition 3.4. Let the function q ∈ Nκ be given with the (minimal ) representation
(2.4) with u ∈ K \ {0}:

q(z) = [(A− z)−1u, u].

Then the reciprocal function q̂(z) := − 1
q(z)

admits a (minimal ) representation of the

form (2.1) with some z0 ∈ ρ(A), for which q(z0) 6= 0:

q̂(z) = q̂(z0) + (z − z0)
[(

I + (z − z0)(Â− z)−1
)
v̂, v̂

]
with v̂ := 1

q(z0)
(A − z0)−1u and the self-adjoint relation Â has the operator part A� 〈u〉⊥

and its multi-valued part is spanned by the element u, that is,

(3.5) Â := A� 〈u〉⊥+̇
(
{0} × 〈u〉

)
.

Proof. Choose a non-real point z0 from the domain of holomorphy of q such that q(z0) 6=0.
Then q can be written in the form (2.1) with v := (A− z0)−1u and the same relation A.
According to [15, Proposition 2.1] the function q̂ admits the (minimal) representation

(3.6) q̂(z) = q̂(z0) + (z − z0)
[(

I + (z − z0)(Â− z)−1
)
v̂, v̂

]
,

with the element v̂ = 1
q(z0)

v and where the self-adjoint relation Â is given by

(3.7) (Â− z0)−1 := (A− z0)−1 − 1
q(z0)

[ · , v](I + (z0 − z0)(A− z0)−1)v.

In order to show that the relation Â given by (3.7) has the form (3.5) calculate the
resolvent R(z0) of A� 〈u〉⊥+̇

(
{0}× 〈u〉

)
. Set g := R(z0)f for some element f ∈ K, that is

{g; f + z0g} ∈ A� 〈u〉⊥+̇
(
{0} × 〈u〉

)
,

which means that the elements g ∈ dom A and u are orthogonal and there exists some
c ∈ R such that f + z0g − Ag = c u. Since z0 ∈ %(A) this can also be written as
g = (A− z0)−1f − c(A− z0)−1u. From [g, u] = 0 it follows that c = 1

q(z0)
[(A− z0)−1f, u]

and hence by the resolvent identity

g = R(z0)f = (A− z0)−1f − 1
q(z0)

[f, (A− z0)−1u](A− z0)−1u

= (A− z0)−1f − 1
q(z0)

[f, v ](I + (z0 − z0)(A− z0)−1)v,

which completes the proof. �

Remark 3.5. Note that if q(z) = s + [(A− z)−1u, u] with s 6= 0, then it holds

q̂(z) = −1
s

+ [(Â− z)−1û, û],

where the operator Â is given by Â = A + 1
s [ · , u]u with û := 1

su .

Proof of Theorem 3.1. For every generalized zero that belongs to the domain of holomor-
phy of q the order (as in Definition 2.2) coincides with the usual multiplicity as a zero,
and therefore (3.4) holds. What remains is to describe the order of a real generalized zero
and of ∞. First the case β = ∞ is considered and then by using Möbius transformations
the obtained results are carried over to an arbitrary real point.

If β = ∞ is a generalized zero of the function q, then according to Corollary 3.3
the function q admits a minimal representation of the form q(z) = [(A − z)−1u, u]. To
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describe the order of the generalized zero ∞ one must characterize the maximal length
of a Jordan chain at ∞ of the relation Â given in Proposition 3.4.

Recall that the nonzero vectors x0, x1, . . . , xl−1 form a (not necessarily maximal) Jor-
dan chain of Â at ∞ if

(3.8) {0;x0} ∈ Â

and

(3.9) {xj−1;xj} ∈ Â for j = 1, . . . , l − 1.

The relation (3.8) means that x0 = λ0u with some λ0 6= 0. For j = 1 (3.9) becomes
x1 = λ0Au + λ1u, where u ∈ domA and [u, u] = 0. By induction one concludes that the
existence of a Jordan chain x0, x1, . . . , xl−1 of Â at ∞ implies that

(3.10) u ∈ domAl−1 and [Aju, u] = 0 for j = 0, . . . , l − 2.

In this case the vectors are of the form xj =
j∑

i=0

λiA
j−iu with λi ∈ C and λ0 6= 0.

Conversely, the conditions (3.10) imply that the vectors u, Au, . . . , Al−1u form a Jordan
chain of the relation Â at ∞. Note in particular, that Aku 6= 0 for k ≤ l − 1. Indeed,
for Aku = 0 the minimality implies that K is spanned by the elements u, Au, . . . , Ak−1u,
but then (3.10) would give u ∈ K ∩ K[⊥].

Therefore, there exists a Jordan chain of (not necessarily maximal) length l for Â at
∞ if and only if the conditions (3.10) are satisfied. Next it is shown that this is further
equivalent to

(3.11) ∃ s0(∞), s1(∞), . . . , s2l−2(∞) and s0(∞) = · · · = sl−2(∞) = 0.

In fact, this is a consequence of [11, Satz 1.10]. For the convenience of the reader a full
proof for the equivalence of (3.10) and (3.11) is presented here; many of the given formulas
are also needed later on in the present paper. Now, first observe that by applying the
formal expression

(3.12) (A− z)−1A2n = z2n

(
(A− z)−1 +

2n−1∑
i=0

Ai

zi+1

)
one obtains with u ∈ dom An the formula

s2n(∞) = − lim
zc→∞

z2n+1

(
q(z) +

[u, u]
z

+ · · ·+ [Anu, An−1u]
z2n

)
= [Anu, Anu].

Hence, assuming (3.10) it follows that the moments si(∞) exist for all i ≤ 2l − 2 and
that they are given by

(3.13) si(∞) = [Aiu, u], sl−1+i(∞) = [Al−1u, Aiu], i = 0, . . . , l − 1,

and in particular si(∞) = 0, for all i = 0, . . . , l − 2.
Conversely, assume that the moments sj(∞) exists for all j ≤ 2l − 2. Then the

definition of s2l−2(∞) together with Lemma 3.2 shows that the function

qR(z) := z2l−2

(
q(z) +

2l−3∑
i=0

si(∞)
zi+1

)
is a generalized Nevanlinna function of the form qR(z) = [(B − z)−1w,w], where B is
a self-adjoint operator in a Pontryagin space M and w ∈ M. In view of (2.15) the
generalized Stieltjes inversion formula (see [9]) applied to qR shows that

(3.14)
∫
|t|>K

t2l−2 d[E′′(t)P ′′u, P ′′u] < ∞,
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where E′′(t) denotes the spectral function of A′′ in (2.15), P ′′ the orthogonal projection
onto K′′, and K > ‖A′‖. Thus, u ∈ dom Al−1 and the moments are given as in (3.13),
and therefore (3.11) implies (3.10).

One concludes that the order of the generalized zero ∞ is the maximal number l
such that (3.10), or equivalently (3.11), is satisfied. Finally, assume that β ∈ R. As in
the proof of Lemma 3.2 the characterization (3.4) is now obtained by considering the
function q̃(z) = −q( 1

z−β ) and observing that the moments of q at ∞ coincide with the
corresponding moments of q̃ at β ∈ R. �

4. Some other characterizations

4.1. Moments and representations by resolvents. The characterization of gene-
ralized zeros and their orders in Theorem 3.1 can be reformulated equivalently by using
minimal representations via resolvents of self-adjoint relations in a Pontryagin space as
in (2.1). The following result is immediate from Theorem 3.1 by taking β = ∞.

Proposition 4.1. Let q ∈ Nκ be a generalized Nevanlinna function. Then β = ∞ is
a generalized zero of q of order d∞ ≥ 1 if and only if q admits a minimal operator
representation

q(z) = [(A− z)−1u, u], z ∈ ρ(A),

with a vector u ∈ dom Sd∞−1 \ dom Sd∞ , where S = A�< u >⊥.

The result in Proposition 4.1 can be seen as an extension of [4, Theorem 3.5] from the
case κ = 1 to the general case of Nκ-functions.

In the proof of Theorem 3.1 the operator representation of q was investigated explicitly
only in the case β = ∞. Some of the analogous results for β ∈ R are now given.

Let the function q be given with the minimal representation (2.1). Then the condition

lim
zc→β

(z − β)q(z) = 0

is equivalent to ker(A− β) = {0}, that is (A− β)−1 is an operator. If, in addition,

lim
zc→β

q(z)− q(z)
z − z

< ∞,

then v ∈ ran (A− β) and q assumes a generalized value at the point β ∈ R. In this case
the representation (2.1) simplifies to

q(z) = q(β) + (z − β)[
(
I + (z − β)(A− z)−1

)
w,w],

where
w :=

(
I + (β − z0)(A− β)−1

)
v ∈ K

and
q(β) := q(z0) + (β − z0)

[(
I + (β − z0)(A− β)−1

)
v, v

]
= lim

zc→β
q(z) ∈ R.

The converse is also clear and thus one obtains the following characterization for q to
assume a generalized value at β ∈ R; for β = ∞ compare (2.4) and Corollary 3.3.

Corollary 4.2. Let q ∈ Nκ be a generalized Nevanlinna function. Then q assumes the
generalized value s ∈ R at β ∈ R if and only if q admits a minimal representation

(4.1) q(z) = s + (z − β)
[(

I + (z − β)(A− z)−1
)
w,w

]
,

where A is a self-adjoint relation in K with ker(A− β) = {0} and w ∈ K.
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Next an expression for the moments of q at β ∈ R and an analogue for Proposition 4.1
is established. For this purpose assume that in the representation (4.1) w ∈ ran (A−β)n,
n ≥ 0, and take q(β) = 0. From the formula (3.12) one obtains with a straightforward
calculation the identity

q(z)− (z − β)[w,w]− · · · − (z − β)2n[(A− β)−nw, (A− β)−n+1w]

= (z − β)2n+1
[(

I + (z − β)(A− z)−1
)
(A− β)−nv, (A− β)−nw

]
.

It follows that the moments of q at β ∈ R for i = 0, . . . , n are given by

(4.2) si(β) = [(A− β)−iw,w], sn+i(β) = [(A− β)−nw, (A− β)−iw].

Furthermore, the order of a generalized zero β ∈ R can be characterized by means of a
resolvent representation of the form (4.1).

Proposition 4.3. Let q ∈ Nκ be a generalized Nevanlinna function. Then β ∈ R is a
generalized zero of q of order dβ ≥ 1 if and only if q admits a minimal representation

q(z) = (z − β)
[(

I + (z − β)(A− z)−1
)
w,w

]
,

where A is a self-adjoint relation in K with ker(A − β) = {0} and w ∈ dom T dβ−1 \
dom T dβ , where T = (A− β)−1�< w >⊥.

Proof. The condition (3.4) in Theorem 3.1 can be rewritten as

w ∈ ran (A− β)dβ−1, s0(β) = · · · = sdβ−2(β) = 0.

Now in view of (4.2) and the definition of the operator T one obtains for i = 0, . . . , dβ−2

0 = si(β) = [(A− β)−iw,w] = [T iw,w],

which means that w ∈ dom T i+1, i = 0, . . . , dβ − 2. Moreover, the maximality of dβ is
equivalent to w 6∈ dom T dβ . This completes the proof. �

4.2. Moments and degree of non-positivity. As a consequence of Theorem 3.1 the
inner product on the root subspace Rβ(Â) can be described in terms of moments. By
definition β is a generalized zero of q of order dβ if and only if β is an eigenvalue of the
relation Â in a minimal representation of q̂ = −1/q in (3.6) with algebraic multiplicity
dβ . The inner product on the root subspace Rβ(Â) can be described using a maximal
Jordan chain x0, . . . , xdβ−1, which spans Rβ(Â), by means of the corresponding Gram

matrix Gβ :=
(
[xi, xj ]

)dβ−1

i,j=0
. If β = ∞ then, as the proof of Theorem 3.1 shows, the

vectors

(4.3) u, Au, . . . , Ad∞−1u

form a maximal Jordan chain of the relation Â at ∞. Similarly, if β ∈ R then the vectors

(4.4) w, (A− β)−1w, . . . , (A− β)−dβ+1w

form a maximal Jordan chain for Â at β. Therefore, one obtains the following explicit
form for the inner product structure on Rβ(Â).

Corollary 4.4. Let β ∈ R∪{∞} be a generalized zero of q ∈ Nκ of order dβ. The Gram
matrix generated by the maximal Jordan chains (4.3) and (4.4) on Rβ(Â) is given by

(4.5) Gβ =


0 . . . 0 sdβ−1(β)
... ... sdβ

(β)

0 ... ...
...

sdβ−1(β) sdβ
(β) . . . s2dβ−2(β)

 .

Proof. The statement is immediate from Theorem 3.1 in view of (3.13) and (4.2). �
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Corollary 4.4 leads to a simple characterization for the degree of non-positivity of a
generalized zero, which is similar to the characterization (3.4) given for the order of a
generalized zero in Theorem 3.1. In fact, the result below can be interpreted also as a
reformulation of the analytic characterization of the degree of non-positivity, originally
proved in another way by H. Langer in [13]. First, recall the following definition.

Definition 4.5. Let β ∈ R ∪ {∞} be a generalized zero of q ∈ Nκ. Then the dimension
of a maximal non-positive invariant subspace of the root subspace Rβ(Â) of Â at β is
called its degree of non-positivity.

If β is an (ordinary) zero of Q then in general its multiplicity does not coincide with
the degree of non-positivity. This is the reason for us not to use the notation multiplicity,
that is used e.g. in [13].

Proposition 4.6. Let q ∈ Nκ be given. Then the point β ∈ R ∪ {∞} is a generalized
zero of q with degree of non-positivity πβ > 0 if and only if πβ is the maximal integer
such that the moments s0(β), . . . , s2πβ−2(β) exist and

(4.6) s0(β) = · · · = s2πβ−3(β) = 0 and s2πβ−2(β) ≤ 0.

In particular, if β ∈ R∪{∞} is a generalized zero of q of order dβ then the root subspace
Rβ(Â) is degenerate if and only if sdβ−1(β) = 0.

Proof. If Rβ(Â) is spanned by the maximal Jordan chain x0, . . . , xdβ−1, then the dimen-
sion πβ of a maximal non-positive invariant subspace of Rβ(Â) is equal to the maximal
integer for which the Gram matrix associated to the chain x0, . . . , xπβ−1 is non-positive.
Therefore, the statements are clear from (4.5). �

Finally, observe that for a generalized zero β ∈ C \R the corresponding root subspace
Rβ(Â) is neutral, so that dβ = πβ and in (3.1), (3.2) one automatically has s0(β) = · · · =
s2dβ−2(β) = 0.

5. Asymptotic expansions and an inverse problem

From the definition of the moments of q ∈ Nκ at a point β ∈ R∪ {∞} it immediately
follows that q admits a certain asymptotic expansion at β. By Theorem 3.1 this means
that the generalized zeros of q, and thus also the generalized poles of q, can be cha-
racterized by means of such asymptotic expansions. These expansions in the case that
β = ∞ were introduced in [11] and further studied for instance in [4], [5], and [7]. The
main purpose in this section is to solve the following

Inverse Problem. Reconstruct the geometric structure of the root subspaces of the
representing self-adjoint relation A in (2.1) by means of the asymptotic behaviour of the
function q.

This problem concerns the generalized poles of q and the self-adjoint relation A in a
minimal representation of q in (2.1). It can be reformulated also by means of generalized
zeros of the function q and the root subspaces of the self-adjoint relation Â in a minimal
representation of the function q̂ in (3.6). The problem is first solved in this second case.

It follows from Theorem 3.1 that a function q∈Nκ has a generalized zero at β = ∞ if
and only if q admits a (non-tangential) asymptotic expansion at β=∞ of the form

(5.1) q(z) = −sn−1(∞)
zn

− sn(∞)
zn+1

− · · · − sm−1(∞)
zm

+ o
( 1
zm

)
as z→̂∞

and a generalized zero at β ∈ R, if and only if

(5.2) q(z) = sn−1(β)(z− β)n + sn(β)(z− β)n+1 + · · ·+ sm−1(β)(z− β)m + o((z− β)m)
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as z→̂β, with some real numbers sj(β) for j = n − 1, . . . ,m − 1. Clearly, these real
numbers are exactly the moments as defined in Section 3. In order to reconstruct the
geometric structure of the underlying root subspace suitable maximality conditions for
these expansions are introduced.

Definition 5.1. The expansions (5.1) and (5.2) are called maximal if the following two
conditions hold:

(i) Maximality of n: n is the largest index such that si(β) = 0 for all i < n− 1.
(ii) Maximality of m: either there does not exist sm(β) ∈ R, i.e. q cannot be

expanded any further, or for every m ≥ n there exists an expansion of the form
(5.1) or (5.2), in which case every m ≥ 2n− 1 is called maximal.

Note that for q ∈ Nκ the maximality of these expansions is well defined due to Theo-
rem 3.1, and in this case n ≤ m + 1.

The solution to the inverse problem in the case of generalized zeros of q and the self-
adjoint relation Â can be based on Corollary 4.4. The question that needs to be solved
first is to characterize the order dβ of the generalized zero β of q by means of appropriate
asymptotic expansions. The answers are given in the next theorem, which expresses
the order as well as the degree of non-positivity of a generalized zero from maximal
expansions and describes the geometric structure of the root subspaces by means of the
inner product.

Theorem 5.2. Let q ∈ Nκ with q(z) 6≡ 0 and β ∈ R ∪ {∞} be given and let Â be
the self-adjoint relation in a minimal representation (3.6). Assume that the function q
admits a maximal expansion of the form

q(z) = −sn−1(∞)
zn

− · · · − sm−1(∞)
zm

+ o
( 1
zm

)
as z→̂∞,

if β = ∞, and a maximal expansion of the form

q(z) = sn−1(β)(z − β)n + · · ·+ sm−1(β)(z − β)m + o((z − β)m) as z→̂β,

if β ∈ R, for some n, m ≥ 1. Then:
(i) β is a generalized zero of q of order dβ = min

{
n, [m+1

2 ]
}
;

(ii) the inner product structure of the root subspace Rβ(Â) is determined by the Hankel
matrix Gβ = [si+j−2(β)]dβ

i,j=1 with dβ as given in part (i);
(iii) the degree of non-positivity of the generalized zero β of q is given by

πβ =



n−1
2 if n odd and sn−1(β) > 0

n+1
2 if n odd and sn−1(β) < 0
n
2 if n even

[n
2 ](= dβ) if n = m + 1

.

In particular, the root subspace Rβ(Â) is degenerate exactly if m < 2n− 1.

Proof. (i) & (iii) First consider the case β = ∞. Clearly, for every l ∈ N the following
equivalence holds:

∃s0(β), . . . , sl(β) ⇔ q(z) = −s0

z
− · · · − sl

zl+1
+ o(

1
zl+1

) as z→̂∞.

Now from Theorem 3.1 one concludes that dβ = min
{
n, [m+1

2 ]
}
, while the formulas for

πβ are obtained from Proposition 4.6.
In the case that β ∈ R one uses expansions of the form (5.2) instead of the expansions

in (5.1). Otherwise the previous argument and the results remain the same in this case.
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(ii) Since the numbers si(β) in (5.1) and (5.2) coincide with the (local) moments of q
at β ∈ R ∪ {∞}, the statement follows immediately from part (i) and Corollary 4.4.

Finally, by Proposition 4.6 the corresponding root subspace is degenerate if and only
if sdβ−1(β) = 0. In the case that n ≤ m the condition sdβ−1(β) = 0 means that dβ < n,
i.e., [m+1

2 ] < n, which is equivalent to m + 1 < 2n. In the case that n = m + 1 one has
m < 2n− 1 and now clearly sdβ−1(β) = 0. This completes the proof. �

Theorem 5.2 shows that it suffices to consider maximal expansions where m satisfies
the condition m ≤ 2n− 1, in which case dβ = min

{
n, [m+1

2 ]
}

= [m+1
2 ].

In Theorem 5.2 the indices dβ and πβ are expressed with the numbers n and m in a
maximal expansion. Observe that, conversely, for given dβ and πβ the numbers n and m
of a maximal expansion cannot be recovered uniquely as the following example shows.

Example 5.3. If q ∈ Nκ admits a maximal expansion of the following type

q(z) = o

(
1
z

)
, q(z) =

1
z2

+ o

(
1
z2

)
or q(z) = o

(
1
z2

)
as z→̂∞,

then∞ is a generalized zero of q with d∞ = π∞ = 1, and the corresponding root subspace
is degenerate. If q ∈ Nκ satisfies

q(z) =
1
z

+ o

(
1
z

)
as z→̂∞,

then this is a maximal expansion for q and therefore again d∞ = π∞ = 1, but now the
corresponding root subspace is non-degenerate.

The solution to the inverse problem stated above is given in the next theorem.

Theorem 5.4. Let q ∈ Nκ with q(z) 6≡ 0 and α ∈ R ∪ {∞} be given and let A be the
self-adjoint relation in a minimal representation (2.1) of q. Assume that the function q
admits a maximal expansion of the form

(5.3) q(z) = aj−1(∞)zj + aj−2(∞)zj−1 + · · ·+ ak−1(∞)zk + o(zk) as z→̂∞,

if α = ∞, and a maximal expansion of the form

(5.4) q(z) = − aj−1(α)
(z − α)j

− aj−2(α)
(z − α)j−1

− · · · − ak−1(α)
(z − α)k

+ o

(
1

(z − α)k

)
as z→̂α,

if α ∈ R, for some j, k ≥ 1. Then:
(i) the point α is a generalized pole of q of order pα = j − [k

2 ] if j ≥ k and pα = [k
2 ]

if j = k − 1;
(ii) the inner product structure of the root subspace Rα(A) is determined by the Hankel

matrix Hα = [si+j−2(α)]pα

i,j=1, where s0(α) = · · · = sj−2(α) = 0 and the real
numbers sj−1(α), . . . , s2pα−2(α) are determined by the convolution equations

(5.5) sj−1(α)aj−1(α) = 1,

l∑
i=j

si−1(α)al+j−i−1(α) = 0, l = j + 1, . . . , k,

when aj−1(α) 6= 0, and otherwise s0(α) = · · · = s2pα−2(α) = 0;
(iii) the degree of non-positivity of the generalized pole α of q is given by

να =


j−1
2 if j odd and aj−1 > 0

j+1
2 if j odd and aj−1 < 0
j
2 if j even

[ j+1
2 ](= pα) if j = k − 1

.

In particular, the corresponding root subspace is degenerate if and only if k > 1.
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Here the expansion is called maximal, if j ≥ 1 is the smallest positive integer such
that ai(α) = 0 for all i ≥ j and k ≥ 1 is the smallest positive integer for which the
indicated expansion exists.

Proof. (i) & (iii) Consider the function q̂ = − 1
q . Then the indices pα and να associated

with the generalized pole α ∈ R∪{∞} can be recovered from maximal expansions of the
form (5.1) and (5.2) for the function q̂ according to Theorem 5.2. If n ≤ m then maximal
expansions of the form (5.1) and (5.2) for q̂ with m ≤ 2n− 1 give by inversion maximal
expansions of the form (5.3) and (5.4) for q with j = n and k = 2n−m, respectively, so
that j ≥ k ≥ 1. The converse is also true. Hence, in this case pα = [m+1

2 ] = j − [k
2 ] and

the formulas for να coincide with those for πα in Theorem 5.2.
Now consider the case n = m + 1 with α = ∞ (with α ∈ R the argument is similar).

Then the maximal expansion for q̂ is of the form q̂(z) = o( 1
zm ). Since m is maximal and

for every l ∈ Z the function z2lq(z) is a generalized Nevanlinna function, one concludes
by Corollary 2.1 that q has the following maximal expansion

q(z) = o(zm+1) or q(z) = o(zm+2) as z→̂∞,

where the second expansion can occur only if m is an odd number. Hence, in this case
j = k− 1 and either k = m + 1, or k = m + 2 and this second case can occur only if m is
an odd number. The converse is also true. Therefore, in this case pα = [m+1

2 ] = [k
2 ] = να.

(ii) According to Corollary 4.4 the inner product on the root subspace Rα(A) is de-
termined by the (local) moments si(α) of the function q̂ at α ∈ R ∪ {∞}. The first part
of the proof implies that these numbers are obtained by inverting the expansions of q in
(5.3) and (5.4). The coefficients ai(α) are all equal to zero exactly if the same is true
for the (local) moments si(α) of q̂. If aj−1(α) 6= 0 so that j ≥ k, then all the remaining
coefficients in the expansion for q̂ are obtained by solving the convolution equations in
(5.5), compare [8, Lemma 4.1].

As to the last statement, clearly the condition m < 2n − 1 is equivalent to k > 1,
when j ≥ k. In the case that j = k − 1 one has k ≥ 2. This completes the proof. �

From Theorem 5.2, and also directly from (4.5), it can be seen that the degree of non-
positivity πβ and the order dβ of a generalized zero β cannot be completely independent.
The following inequalities are always satisfied:[

dβ

2

]
≤ πβ ≤ dβ or equivalently πβ ≤ dβ ≤ 2πβ + 1.

As the following simple example shows, within these restrictions every combination is
possible.

Example 5.5. Let d, k ≥ 1 be integers satisfying k ≤ d ≤ 2k − 1. Then the function

(5.6) q(z) :=
1

z2k−1
+

1
z2d−1

1√
z

is a generalized Nevanlinna function and has the generalized zero ∞, which is of order
d and degree of non-positivity k. To see this first observe that the second summand in
(5.6) belongs to the generalized Nevanlinna class Nd because of its basic factorization

1
z2d−1

1√
z

= 1
z2d

√
z, where

√
z ∈ N0. Hence, also q is a generalized Nevanlinna function

as the sum of two such functions. Clearly, the maximal expansion for q is given by

q(z) = − −1
z2k−1

+ o
( 1
z2d−1

)
as z→̂∞.

Now the claim follows directly from Theorem 5.2.
As to the cases d = 2k and d = 2k + 1, consider the function q(z) := − 1

zd , which
clearly has the desired properties.



GENERALIZED ZEROS AND POLES 145

It is mentioned that one obtains from parts (i) and (iii) of Theorem 5.4, for instance,
the results in [3, Section 4] concerning non-degenerate root subspaces at α = ∞. More-
over, if κ = 1 and α = ∞ then part (i) of Theorem 5.4 reduces to [4, Corollary 6.3]. For
a more specific classification of asymptotic expansions, see [5].

6. Characterizations via the basic factorization

In this section Theorem 3.1 will be expressed in terms of the function’s basic factor-
ization and some explicit formulas are derived from the corresponding integral represen-
tation. Recall that every q ∈ Nκ admits a factorization (see [6, 2]) of the form

(6.1) q(z) = r(z)r#(z)q0(z),

with r(z) =

∏m
j=1(z − βj)

πβj∏l
i=1(z − αi)ναi

, r#(z) = r(z), and q0 ∈ N0. Here the points α1, . . . , αl ∈

R ∪ C+ are the finite generalized poles and β1, . . . , βm ∈ R ∪ C+ the finite generalized
zeros of the function q ∈ Nκ, which are not of positive type with degrees of non-positivity
να1 , . . . , ναl

and πβ1 , . . . , πβm , respectively. Observe, that ∞ is a generalized zero not of
positive type of q exactly if π∞ := να1 + · · ·+ ναl

− (πβ1 + · · ·+ πβm) > 0.
It is convenient to put πβ = 0 (να = 0), whenever β is not a generalized zero (α not

a generalized pole, respectively) of q not of positive type. In what follows factorization
of the function q is augmented by incorporating in (6.1) the following standard integral
representation of the factor q0 ∈ N0:

(6.2) q0(z) = a + bz +
∫

R

(
1

t− z
− t

t2 + 1

)
dσ(t),

where a ∈ R, b ≥ 0, and
∫

R
dσ(t)
t2+1 < ∞.

In order to distinguish the moments corresponding to the different functions the no-
tation sq0

n (β) is used to refer to a moment of the function q0. In the next lemma the
moments for q0 are given in terms of its integral representation and via derivatives of q0;
these results can be considered to be well known at least for β = ∞, cf. e.g. [8].

Lemma 6.1. Let the Nevanlinna function q0 ∈ N0 be given. Then

(6.3) ∃ sq0
0 (∞) ⇐⇒

∫
R

dσ(t) < ∞, b = 0, and lim
zc→∞

q0(z) = 0.

Furthermore, the moments of q0 at β = ∞ are given by:

sq0
j (∞) =

∫
R

tj dσ(t) when
∫
R

|t|j dσ(t) < ∞ for j = 0, 1, . . . .

For β ∈ R one has:

(6.4) ∃ sq0
0 (β) ⇐⇒

∫
R

dσ(t)
(t− β)2

< ∞ and σ({β}) = 0 and lim
zc→β

q(z) = 0,

in which case

sq0
0 (β) = b +

∫
R

dσ(t)
(t− β)2

,

and

sq0
j (β) =

∫
R

dσ(t)
(t− β)j+2

when
∫
R

dσ(t)
|t− β|j+2

< ∞ for j = 1, 2, . . .

or - using derivatives -

sq0
j (β) = lim

zc→β

1
(j + 1)!

q
(j+1)
0 (z) for j = 0, 1, . . . .
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In fact, the results formulated in Lemma 6.1 can be derived directly from the integral
representation (6.2). Alternatively, one can use the connection of the operator represen-
tation (2.1) to the integral representation (6.2). Then Corollary 3.3 (for β = ∞) and
Corollary 4.2 (for β ∈ R) give the characterizations (6.3) and (6.4) and the formulas for
the higher moments correspond to (3.13) and (4.2), respectively.

The existence of the moments of q can now be characterized with integrability condi-
tions on the measure σ in (6.2).

Lemma 6.2. Let the function q ∈ Nκ be given and assume that β ∈ R ∪ {∞} is a
generalized zero not of positive type of q; that is πβ > 0. Then:

si(β) = 0 for i = 0, 1, . . . , 2πβ − 3.

For β = ∞ and l ≥ π∞ it holds

(6.5) ∃ s0(∞), s1(∞), . . . , s2l−2(∞) ⇐⇒
∫

|t|>1

t2(l−1−π∞) dσ(t) < ∞

and similarly for β ∈ R and l ≥ πβ one has

∃ s0(β), s1(β), . . . , s2l−2(β) ⇐⇒
∫

0<|t−β|<1

dσ(t)
(t− β)2(l−πβ)

< ∞.

Proof. The first statement is clear from Proposition 4.6. As to the second statement
observe that, by the assumption π∞ > 0, q admits an operator representation as in
Corollary 3.3. Decompose A = A′ ⊕ A′′ as in (2.15). Then an application of the gener-
alized Stieltjes inversion formula yields

(6.6) d[E′′(t)P ′′u, P ′′u] = |r(t)|2 dσ(t), |t| > K,

where E′′(t), P ′′, u, and K are as in (3.14). According to [11] (see also the proof of
Theorem 3.1) the existence of the moments s0(∞), . . . , s2l−2(∞) is equivalent to u ∈
dom Al−1, which holds if and only if the integrability condition (3.14) is satisfied. Now
(6.5) follows by comparing (3.14) with (6.6).

For β ∈ R the claim is obtained by applying the above proven result to the function
q̃(z) := −q( 1

z + β) and observing that the linear term in the integral representation of q̃0

is the point mass of σ at β in the integral representation of q0 in (6.2). �

In order to simplify the formulation of the main result of this section the following
notation is introduced. It is said that for π∞ ≤ l ≤ 2π∞ + 1 the function q has at ∞ the
property J(l)

for π∞ ≤ l ≤ 2π∞ − 1 :
∫

|t|>1

t2(l−π∞−1)dσ(t) < ∞

for l = 2π∞ :


∫

|t|>1

t2(π∞−1)dσ(t) < ∞

and q0 assumes a generalized value at ∞

for l = 2π∞ + 1 :


∫

|t|>1

t2π∞dσ(t) < ∞

and q0 has a generalized zero at ∞
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and for πβ ≤ l ≤ 2πβ + 1 it has at β ∈ R the property J(l)

for πβ ≤ l ≤ 2πβ − 1 :
∫

0<|t−β|<1

dσ(t)
(t− β)2(l−πβ)

< ∞

for l = 2πβ :


∫

0<|t−β|<1

dσ(t)
(t− β)2πβ

< ∞

and q0 assumes a generalized value at β

for l = 2πβ + 1 :


∫

0<|t−β|<1

dσ(t)
(t− β)2(πβ+1)

< ∞

and q0 has a generalized zero at β.

In particular, if πβ = 0 then q has the property J(1) if and only if β is a generalized zero
of q0, which then has to be of positive type.

Remark 6.3. A Nevanlinna function q0 has a generalized value at ∞ if and only if it is
of the form q0(z) = s +

∫
R

dσ(t)
t−z with a finite measure σ. Here s = 0 if and only if ∞ is a

generalized zero of q0.

Observe, that if q has at β ∈ R∪{∞} the property J(l) then it has the property J(l′)
also for every l′ < l. The characterization of the order of a generalized zero can now be
formulated as follows.

Theorem 6.4. Let q ∈ Nκ with q(z) 6≡ 0 be given. Then β ∈ R ∪ {∞} is a generalized
zero of q of order dβ ≥ 1 if and only if dβ is the maximal integer πβ ≤ dβ ≤ 2πβ + 1 for
which q at β has the property J(dβ).

In particular, for πβ = 0 this gives: The function q has a generalized zero if and only
if q0 has a generalized zero, and in this case its order is 1.

Proof. Again first consider the case β = ∞. It is shown that for l ≥ max{1, π∞} the
function q has the property J(l) at ∞ if and only if there exists a (not necessarily
maximal) Jordan chain of length l of the representing relation Â (in Proposition 3.4) at
∞. That is we have to show that q has the property J(l) if and only if (3.11) is satisfied.
For π∞ ≤ l ≤ 2π∞ − 1 the claim follows directly from Lemma 6.2. For l = 2π∞ one has
to show that sl−2 = 0 if and only if q0 assumes a generalized value at ∞. Indeed,

(6.7) 0 = s2π∞−2(∞) = lim
zc→∞

z2π∞r(z)r#(z)
q0(z)

z
= b,

together with the integrability condition shows that q0 assumes a generalized value at
∞, and conversely. For l = 2π∞ + 1 the function q0 assumes a generalized value and, in
addition,

(6.8) 0 = s2π∞−1(∞) = lim
zc→∞

z2π∞r(z)r#(z)q0(z) = s.

This completes the proof in case β = ∞. Again, for β ∈ R the claim follows by applying
this result to q̃(z) := −q( 1

z + β). �

In what follows Theorem 6.4 is rewritten in a more explicit form by using the pa-
rameters in the integral representation (6.2). Moreover, a characterization for the root
subspace to be degenerate is given. For β = ∞ one has the following result.
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Corollary 6.5. Let the function q ∈ Nκ with q(z) 6≡ 0 be given. Then ∞ is a generalized
zero of q of order d∞ with

π∞ ≤ d∞ ≤ 2π∞−2 ⇐⇒



∫
|t|>1

t2(d∞−π∞−1) dσ(t) < ∞ and∫
|t|>1

t2(d∞−π∞) dσ(t)=∞

d∞ = 2π∞ − 1 ⇐⇒



∫
|t|>1

t2(π∞−2) dσ(t) < ∞ and

( ∫
|t|>1

t2(π∞−1) dσ(t) = ∞ or b 6= 0
)

d∞ = 2π∞ ⇐⇒



∫
|t|>1

t2(π∞−1) dσ(t) < ∞, b = 0, and

( ∫
|t|>1

t2π∞ dσ(t) = ∞ or s 6= 0
)

d∞ = 2π∞ + 1 ⇐⇒
∫

|t|>1

t2π∞ dσ(t) < ∞ and b = s = 0.

For π∞ ≤ d∞ ≤ 2π∞−2 the root subspace of Â at ∞ is degenerate. It is non-degenerate
for d∞ = 2π∞ − 1 and d∞ = 2π∞ if and only if in the above characterizations the
condition b 6= 0 and s 6= 0, respectively, holds true; for d∞ = 2π∞ + 1 it is always
non-degenerate.

Proof. The first part of the statement is immediate from Theorem 6.4. According
to Proposition 4.6 non-degeneracy of the underlying root subspace is equivalent to
sdβ−1(β) 6= 0. Hence, for d∞ ≤ 2π∞ the statements are obtained from (4.6), (6.7),
(6.8), and for d∞ = 2π∞ + 1 from s2π∞(∞) = sq0

0 (∞) > 0, which follows from b = s = 0
and the assumption q(z) 6≡ 0. �

From Corollary 6.5 one obtains, for instance, [3, Theorem 6.3] containing a characteri-
zation for the non-degeneracy of the root subspace R∞(Â) and for κ = π∞ = 1 it reduces
to [4, Corollary 4.2]. For some related results, involving a classification for generalized
zeros and poles, see [5].

The corresponding result for β ∈ R is given in the following corollary, where the
notation q0(β) := lim

zc→β
q0(z) is used.

Corollary 6.6. Let the function q ∈ Nκ with q(z) 6≡ 0 be given. Then β ∈ R is a
generalized zero of q of order dβ with

πβ ≤ dβ ≤ 2πβ−2 ⇐⇒



∫
0<|t−β|<1

dσ(t)
(t− β)2(dβ−πβ)

< ∞ and

∫
0<|t−β|<1

dσ(t)
(t− β)2(dβ−πβ+1)

= ∞

d∞ = 2πβ − 1 ⇐⇒



∫
0<|t−β|<1

dσ(t)
(t− β)2(πβ−1)

< ∞ and

( ∫
0<|t−β|<1

dσ(t)
(t− β)2πβ

= ∞ or σ({β}) 6= 0
)

dβ = 2πβ ⇐⇒



∫
0<|t−β|<1

dσ(t)
(t− β)2πβ

< ∞ and σ({β}) = 0 and

( ∫
0<|t−β|<1

dσ(t)
(t− β)2(πβ+1)

= ∞ or q0(β) 6= 0
)
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d∞ = 2πβ + 1 ⇐⇒
∫

0<|t−β|<1

dσ(t)
(t− β)2(πβ+1)

< ∞ and σ({β}) = q0(β) = 0.

For πβ ≤ dβ ≤ 2πβ − 2 the root subspace of Â at β is degenerate. For dβ = 2πβ − 1 and
dβ = 2πβ it is non-degenerate if and only if in the above characterizations the condition
σ({β}) 6= 0 and q0(β) 6= 0, respectively, holds true; for dβ = 2π∞ + 1 it is always
non-degenerate.

Finally, it is shown how to derive explicit formulas for the moments of the function q
from its factorized integral representation. The result also completes the statements in
Lemma 6.2 and, in fact, can be used to give a constructive proof for it.

Proposition 6.7. Let q ∈ Nκ be factorized as in (6.1), (6.2), and let β = ∞ be a
generalized zero of q of order d∞ ≥ 1. Then the following statements hold:

(i) if d∞ = π∞(q), then
∫

R dσ(t) = ∞ and q admits a maximal expansion of the
form

(6.9) q(z) =
b

z2d∞−1
+ o

(
1

z2d∞−1

)
, z→̂∞;

(ii) if d∞ > π∞(q), then
∫

R dσ(t) < ∞ and all the moments sn(∞), n ≤ 2d∞ − 2,
of q are determined by the asymptotic formula

(6.10) q(z) = r(z)r#(z)
(

s + bz −
2(d∞−π∞(q)−1)∑

i=0

si(σ)
zi+1

)
+ o

(
1

z2d∞−1

)
, z→̂∞,

where si(σ) are the moments of the measure dσ(t) and s = a−
∫

R
t

t2+1 dσ(t).

Proof. If β = ∞ is a generalized zero of q of order d∞ ≥ 1 then by Theorem 3.1 the
moments si(∞) of q at ∞ exist for all i ≤ 2d∞ − 2 and si(∞) = 0 for i = 0, . . . , d∞ − 2.
Then by Lemma 6.2

(6.11)
∫
|t|>1

t2(d∞−π∞(q)−1) dσ(t) < ∞.

In fact, this can also be seen by straightforward calculations using (6.1) and (6.2).
(i) Now assume that d∞ = π∞(q). Then

∫
R dσ(t) = ∞ (see Theorem 6.4) and it

follows from (6.1) that

q(z) = r(z)r#(z) bz + o

(
1

z2d∞−1

)
, z→̂∞.

This leads to (6.9).
(ii) Next assume that d∞ > π∞(q). Then

∫
R dσ(t) < ∞ (cf. Theorem 6.4) and hence

s ∈ R is well defined. Moreover, the condition (6.11) shows that the measure dσ(t)
in (6.1) has finite moments si(σ) for i ≤ 2(d∞ − π∞(q)− 1). This implies the following
expansion

(6.12)
∫

R

1
t− z

dσ(t) = −
2(d∞−π∞(q)−1)∑

i=0

si(σ)
zi+1

+ o

(
1

z2(d∞−π∞(q))−1

)
, z→̂∞.

By incorporating (6.12) in the factorization (6.1), (6.2) and taking into account that

r(z)r#(z) o

(
1

z2(d∞−π∞(q))−1

)
= o

(
1

z2d∞−1

)
, z→̂∞,

one arrives at the formula (6.10). �
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Observe, that only in case the factor q0 satisfies the condition (6.3) in Lemma 6.1 the
corresponding moments sq0

i (∞) of q0 are well defined, and in this case they coincide with
the moments si(σ) in Proposition 6.7.

The corresponding result holds also for the generalized zeros β ∈ R of q with obvious
changes and, of course, the same is true for all the generalized poles of q, too. Propo-
sition 6.7 shows, for instance, that the root subspace R∞(Â) is neutral if and only if in
the factorization (6.1), (6.2) the conditions b = 0 and

∫
R dσ(t) = ∞ are satisfied. If

d∞ > π∞(q) then all the moments si(∞), i ≤ 2d∞ − 2, of q can be calculated explicitly
from the expansion in (6.10); details are left for the reader.

References

1. J. Behrndt and A. Luger, An analytic characterization of the eigenvalues of self-adjoint exten-
sions (submitted for publication).

2. V. A. Derkach, S. Hassi, and H. S. V. de Snoo, Operator models associated with Kac subclasses
of generalized Nevanlinna functions, Methods Funct. Anal. Topology 5 (1999), no. 1, 65–87.

3. V. A. Derkach, S. Hassi, and H. S. V. de Snoo, Generalized Nevanlinna functions with polyno-
mial asymptotic behaviour at infinity and regular perturbations, Oper. Theory Adv. Appl. 122
(2001), 169–189.

4. V. A. Derkach, S. Hassi, and H. S. V. de Snoo, Rank one perturbations in a Pontryagin space
with one negative square, J. Funct. Anal. 188 (2002), 317–349.

5. V. A. Derkach, S. Hassi, and H. S. V. de Snoo, Asymptotic expansions of generalized Nevanlinna
functions and their spectral properties (submitted for publication).

6. A. Dijksma, H. Langer, A. Luger, and Yu. Shondin, A factorization result for generalized
Nevanlinna functions of the class Nκ, Integr. Equ. Oper. Theory 36 (2000), 121–125.

7. A. Dijksma, H. Langer, and Yu. Shondin, Rank one perturbations at infinite coupling in Pon-
tryagin spaces, J. Funct. Anal. 209 (2004), 206–246.

8. S. Hassi, H. S. V. de Snoo, and A. D. I. Willemsma, Smooth rank one perturbations of selfadjoint
operators, Proc. Amer. Math. Soc., vol. 126, 1998, pp. 2663–2675.
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