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ON CERTAIN RESOLVENT CONVERGENCE OF ONE NON-LOCAL

PROBLEM TO A PROBLEM WITH SPECTRAL PARAMETER IN

BOUNDARY CONDITION

E. V. CHEREMNIKH

Dedicated to 100 anniversary of Mark Krein.

Abstract. A family of non-local problems with the same finite point spectrum is
given. The resolvent convergence on a dense linear subspace which gives a problem
with spectral parameter in the boundary condition is considered. The spectral eigen-
value decomposition of the last problem on the half line for Sturm-Liouville operator
with trivial potential is given.

1. Introduction

There are many works concerned with problems with spectral parameters in the boun-
dary condition. An approach which was developed in [1] and based on the fundamental
notion of a spectral function contains various problems both with a parameter and with-
out it in the boundary condition. Some references to the problems with a spectral
parameter in the boundary condition (discrete spectrum etc.) can be found in [2].

A common approach in [1] to various problems indicates their “nearness”. In this
relation we want to point out one more type of the problem. Namely in this article it
is shown that under the condition of conservation of point spectrum and the poles of
analytic continuation of the resolvents too of some family of operators the family of such
resolvents may be convergent to the resolvent of a problem with spectral parameter in
the boundary condition. Note that resolvent convergence here takes place on a dense
subspace only. Some information about resolvent convergence can be found in [3, ch. 8,
§ 1].

We consider a simple example of the Sturm-Liouville operator on the half line with
trivial potential and a variable non-local boundary condition. The aim of this article is
to prove that the limit problem has now a local boundary condition, but this condition
contains a rational function of the spectral parameter. The poles of the analytical con-
tinuation of the resolvent are essential here, so we recall, for example, the work [4] which
contains the physical meaning of such poles.

2. A non-local Sturm-Liouville problem with trivial potential

Let us consider the problem

(2.1)

{
−v′′ − ζv = u, x > 0
v(0) + (v, η)L2(0,∞) = 0

where u(x), η(x) are given functions from the space L2(0,∞). Recall that the Sturm-
Liouville operator L, generated by the expression −v′′, v(0) = 0 is diagonalized by the
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transformation F : L2(0,∞) → L2
ρ(0,∞), ρ(τ) = 1

π

√
τ , namely,

(2.2)

ϕ(τ) = Fu(τ) =

∫ ∞

0

u(x)
sin(x

√
τ)√

τ
dx,

u(x) = F−1ϕ(x) =
1

π

∫ ∞

0

ϕ(τ) sin(x
√
τ ) dτ.

The scalar product in L2(0,∞) and L2
ρ(0,∞) is denoted by (·, ·)L2(0,∞) and (·, ·). The

integration by parts gives

(2.3) F(−v′′)(τ) = τFv(τ) − v(0).

If v(0) = 0, then (2.3) signifies the equality L = F−1SF where Sϕ(τ) ≡ τϕ(τ), τ > 0.

We introduce the operator S̃ : L2
ρ(0,∞) → L2

ρ(0,∞) as follows:

(2.4)

{
D(S̃) =

{
ψ ∈ L2

ρ(0,∞) | ∃c = c(ψ) :
∫ ∞
0

|τψ(τ) + c(ψ)|2ρ(τ) dτ <∞
}

S̃ψ(τ) = τψ(τ) + c(ψ)

}
.

If v(0) 6= 0 then (2.3) signifies the equality Lmax = F−1S̃F where Lmax is the corres-
ponding maximal differential operator.

The values c = c(ψ) defines a linear functional in the space L2
ρ(0,∞) and due to

(2.2)–(2.3), c(ψ) = −v(0).
Let

(2.5) ϕ = Fu, ψ = Fv, γ = Fη.
We introduce the operator T : L2

ρ(0,∞) → L2
ρ(0,∞) as follows:

(2.6)

{
D(T ) = {ψ ∈ L2

ρ(0,∞) : −c(ψ) + (ψ, γ) = 0}
Tψ = S̃ψ, ψ ∈ D(T ).

Then the problem (2.1) takes the form

(2.7) (T − ζ)ψ = ϕ, ψ ∈ L2
ρ(0,∞).

Taking the derivative of the second equality in (2.2) we obtain formally u′(0) = (ϕ, 1).
So, we need the operators S, T and the functionals

(2.8) c(ψ) = −v(0), (ψ, 1) = v′(0), ψ = Fv.
The problem (2.1) due to (2.3), (2.5) takes the form

(τ − ζ)ψ(τ) + (ψ, γ) = ϕ(τ), τ > 0.

Let Sζ = (S − ζ)−1, Tζ = (T − ζ)−1, Eζ(τ) = 1/(τ − ζ), ζ 6∈ [0,∞). Then

ψ + (ψ, γ)Eζ = Sζϕ.

Multiplying by γ we obtain (ψ, γ)[1 + (Eζ , γ)] = (Sζϕ, γ).
We denote

(2.9) δ(ζ) = 1 + (Eζ , γ) = 1 +

∫ ∞

0

γ(τ)

τ − ζ
ρ(τ) dτ,

then

(2.10) ψ = Tζϕ = Sζϕ− 1

δ(ζ)
(Sζϕ, γ)Eζ , ζ 6∈ [0,∞), δ(ζ) 6= 0.

The operator Tζ is bounded, so Tζ is the resolvent.
We need some limit values if ζ → σ, Imζ → ±0, σ > 0, which we denote by δ±(σ) =

limζ→σ δ(ζ) and

(2.11) (Tσϕ, ψ)± = lim
ζ→σ

(Tζϕ, ψ), δ±(σ) 6= 0.
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These values exists if, for example, ϕ, ψ, γ ∈ C1[0,∞).
Let

(2.12)





(ϕ, bσ) = δ−(σ)ϕ(σ) − (Sσϕ, γ)−

(aσ, ψ) =
1

δ+(σ)
(Eσ, ψ)+ − 1

δ−(σ)
(Eσ, ψ)−

.

Lemma 2.1. If γ ∈ C1[0,∞) ∩ L2
ρ[0,∞) then the resolvent of the operator T has the

“jump” on the half line (0,∞),

(2.13) (Tσϕ, ψ)+ − (Tσϕ, ψ)− = (ϕ, bσ)(aσ , ψ),

where ϕ, ψ ∈ C1[0,∞) ∩ L2
ρ[0,∞) and δ+(σ)δ−(σ) 6= 0.

Proof. As

(Sζϕ, ψ) =

∫ ∞

0

ϕ(τ)ψ(τ)

τ − ζ
ρ(τ) dτ, (Eζ , ψ) =

∫ ∞

0

ψ(τ)

τ − ζ
ρ(τ) dτ,

we have

(2.14) (Sσϕ, ψ)+ − (Sσϕ, ψ)− = 2πiϕ(σ)ψ(σ), (Eσ, ψ)+ − (Eσ , ψ)− = 2πiψ(σ)ρ(σ).

We have (see (2.10))

(2.15)

I = (Tσϕ, ψ)+ − (Tσϕ, ψ)− = (Sσϕ, ψ)+ − 1

δ+(σ)
(Sσϕ, γ)+(Eσ, ψ)+

−
[
(Sσϕ, ψ)− − 1

δ−(σ)
(Sσϕ, γ)−(Eσ, ψ)−

]
= 2πiϕ(σ)ψ(σ)ρ(σ)

− 1

δ+(σ)

[
(Sσϕ, γ)− + 2πiϕ(σ)γ(σ)ρ(σ)

]
(Eσ, γ)+ +

1

δ−(σ)
(Sσϕ, γ)−(Eσ, ψ)−

= 2πiϕ(σ)ρ(σ)

[
ψ(σ) − γ(σ)

δ+(σ)
(Eσ, ψ)+

]

− (Sσϕ, γ)−

[
1

δ+(σ)
(Eσ, ψ)+ − 1

δ−(σ)
(Eσ, ψ)−

]
.

There exists the value Λ(σ) such that

(2.16)

ψ(σ) − γ(σ)

δ+(σ)
(Eσ, ψ)+ = Λ(σ)

[
1

δ+(σ)
(Eσ , ψ)+ − 1

δ−(σ)
(Eσ , ψ)−

]

= Λ(σ)

[
1

δ+(σ)
(Eσ , ψ)+ − 1

δ−(σ)
(Eσ , ψ)+ +

2πiψ(σ)ρ(σ)

δ−(σ)

]
.

Indeed, if Λ(σ) =
δ−(σ)

2πiρ(σ)
then (2.16) becomes

− γ(σ)

δ+(σ)
=

δ−(σ)

2πiρ(σ)

[
1

δ+(σ)
− 1

δ−(σ)

]
,

i.e., the trivial equality δ+(σ)− δ−(σ) = 2πiγ(σ)ρ(σ). Substituting (2.16) into (2.15) we
obtain

I = [2πiϕ(σ)ρ(σ)Λ(σ) − (Sσψ, γ)−](aσ, ψ) = (ϕ, bσ)(aσ, ψ).

Lemma is proved. �

Obviously the function Eζ(τ) is the Fourier transform of the function

(2.17) eζ(x) = ei
√

ζx, Im
√
ζ > 0,
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i.e., F(eζ)(τ) = 1
τ−ζ

= Eζ(τ). Taking the derivative of the last equality with respect to

ζ we obtain that Fourier transform γ = Fη of finite sums

η(x) =
∑

pk(x)eαkx, Reαk < 0,

where pk(x) are arbitrary polynomials, is a rational function γ(τ), bounded on [0.∞) and
such that γ(τ) = O

(
1
τ

)
, τ → ∞. Due the elementary identity for the scalar product,

(2.18)

(
1

τ − ζ
,

1

τ − ζ1

)
=

i√
ζ +

√
ζ1
, Im

√
ζ > 0, Im

√
ζ1 > 0,

the function δ(ζ) (see (2.9)), where γ = Fη, is a rational function on
√
ζ, Im

√
ζ > 0.

Later we consider only such a function δ(ζ) and also we suppose that the functions
ϕ(τ) = Fu(τ), ψ(τ) = Fv(τ) (see (2.1), (2.5)) are rational too.

Theorem 2.2. Suppose that δ(ζ) 6= 0, ζ 6∈ [0,∞) and δ+(σ)δ−(σ) 6= 0, σ > 0. Then

(2.19) (ϕ, ψ)L2(0,∞) =
1

2πi

∫ ∞

0

(ϕ, bσ)(aσ, ψ) dσ

where ϕ(τ), ψ(τ) are rational functions.

The proof is based on a well-known method of contour integration. Since (Tζ(T −
ζ)ϕ, ψ) = (ϕ, ψ), ϕ ∈ D(T ), we have

(2.20)
(ϕ, ψ)

ζ
= −(Tζϕ, ψ) +

1

ζ
(TζTϕ, ψ).

Because ϕ(τ), ψ(τ) are rational functions (see (2.10), (2.19)),
∫

|ζ|=R

1

ζ
(TζTϕ, ψ) dζ → 0, R → ∞.

Integrating (2.20) we obtain

2πi(ϕ, ψ) =

∫ ∞

0

[(Tσϕ, ψ)+ − (Tσϕ, ψ)−] dσ,

then (2.19) follows from (2.13).
The theorem is proved. �

3. Stable finite point spectrum and the resolvent convergence on a

dense subspace

According to (2.10), the spectrum of the operator T (see (2.6)) belongs to the union of
the half line [0,∞) and the set of zeros of the function δ(ζ), ζ 6∈ [0,∞). If δ+(σ)δ−(σ) 6= 0
then, due to (2.13), the continuous spectrum of T coincides with [0,∞). The set of zeros
of the function δ(ζ), ζ 6∈ [0,∞) (or δ+(σ)δ−(σ), σ ∈ [0,∞)) is the set of eigenvalues (or
spectral singularities) of the operator T .

Let

(3.1) δ(ζ) =
(
√
ζ − a1) . . . (

√
ζ − an)

(
√
ζ − θ1) . . . (

√
ζ − θn)

, Im
√
ζ > 0,

where θi 6= θj , i 6= j and Im θj < 0. The numbers ak 6= 0 are arbitrary. If Im ak > 0,
then a2

k 6∈ [0,∞) are eigenvalues of T and if Im ak = 0 then a2
k ∈ (0,∞) is a spectral

singularity of T . If ak < 0 then a2
k is not zero of the function δ(ζ), but a2

k is a pole of
the analytic continuation of the resolvent over continuous spectrum.

Further we suppose that ak = const, k = 1, . . . , n, i.e., the point spectrum is stable.
Let t > 0, t→ ∞, be some parameter and

(3.2) θj = αjt ≡ −i√τjt, j = 1, . . . , n
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where τj = const, τj > 0, τj 6= τk, j 6= k. So,

(3.3) δ(ζ, t) =
(
√
ζ − a1) . . . (

√
ζ − an)

(
√
ζ − α1t) . . . (

√
ζ − αnt)

and, by analogy, we write γ(τ, t) instead of γ(τ). The corresponding operator is denoted
by T (t) and its resolvent by T (t)ζ = (T (t) − ζ)−1. The spectrum of the operator T (t)
is stable and we will study the limit values of T (t)ζϕ if t → ∞. According to (2.10) it

remains to study the limit limt→∞
γ(τ,t)
δ(ζ,t) .

Denote

(3.4)

{
m(s) = (s− a1) . . . (s− an)
n(s) = (s− θ1) . . . (s− θn).

Then limt→∞ tnδ(ζ, t) = Km(
√
ζ) and

(3.5) lim
t→∞

γ(τ, t)

δ(ζ, t)
=

Z(τ)

Km(
√
ζ)
, K =

(−1)n

α1 . . . αn

,

where

(3.6) Z(τ) = lim
t→∞

tnγ(τ, t).

We need the following polynomial of degree m− 1:

(3.7) pm−1(τ) =
1

2
√
τ
(m(

√
τ ) −m(−

√
τ )), τ > 0, n = 2m or n = 2m− 1.

Lemma 3.1. limt→∞ tnγ(τ, t) = −iKpm−1(τ).

Proof. Let us consider the decomposition of the rational function (see (3.2))

(3.8) δ(ζ, t) =
m(

√
ζ)

n(
√
ζ)

= 1 +
iA1(t)√
ζ − θ1

+ · · · + iAn(t)√
ζ − θn

.

Then (see (2.9))

(3.9) γ(τ, t) = 1 +
A1(t)

τ + τ1t2
+ · · · + An(t)

τ + τnt2
= 1 +

A1(t)

τ − θ21
+ · · · + An(t)

τ − θ2n
.

Indeed, θ2j < 0, θ2j = θ2j and the condition Im
√
θ2j > 0 gives

√
θ2j =

√
−τjt2 = i

√
τjt =

−θj . So, according to (2.8),
(

1

τ − ζ
,
Aj(t)

τ − θ2j

)
=

iAj(t)
√
ζ +

√
θ2j

=
iAj(t)√
ζ − θj

.

According to (3.8),

(3.10) iAj(t) =
m(θi)

n′(θj)
= O(t), t→ ∞.

Later,

(3.11)

1

τ − θ2j
= −

p+1∑

k=1

τk−1

θ2k
j

+ rp(τ, t), rp(τ, t)

≡ −τp+1

θ2p+2
j (θ2j − τ)

= O

(
1

t2p+4

)
, t→ ∞.

The condition

(3.12) tnAj(t)rp(τ, t) = o(1), t→ ∞
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demands that 2p+ 3 > n. So, we choose p = m− 1 if n = 2m or n = 2m− 1. We have

n∑

j=1

Aj(t)

τ − θ2j
= −

n∑

j=1

Aj(t)

p+1∑

k=1

τk−1

θ2k
+O

(
1

t2p+3

)
=

p+1∑

k=1

Xk(t)τk−1 +O

(
1

t2p+3

)
,

Xk(t) = −
n∑

j=1

Aj(t)

θ2k
j

.

In view of (3.9), (3.11)–(3.12),

(3.13) Z(τ) = lim
t→∞

tn
( p+1∑

k=1

Xk(t)τk−1

)
,

where (see (3.10))

(3.14) i lim
t→∞

(tnXk(t)) = − lim
t→∞

(
tn

n∑

j=1

m(θj)

n′(θj)θ2k
j

)
.

Let (see (3.4))

m(s) = m0 +m1s+ . . .+mns
n =

n∑

l=0

mls
l.

Then
n∑

j=1

m(θj)

n′(θj)θ2k
j

=

n∑

l=0

ml

n∑

j=1

θl−2k
j

n′(θj)
.

Since degn′(s) = n−1, we must calculate the limit (3.14) under the condition l−2k > −1
only, therefore,

i lim
t→∞

(tnXk(t)) = −
n∑

l=2k−1

ml lim
t→∞

(
tn

n∑

j=1

θl−2k
j

n′(θj)

)
.

Here −1 6 l − 2k 6 n− 2k 6 n− 2. Note, that
n∑

j=1

zν

n′(z)

∣∣∣∣
z=θj

=
n∑

j=1

Resz=θj

zν

n(z)
= 0, 0 6 ν 6 n− 2

and, in the case ν = −1 (see (3.2), (3.4)),
n∑

j=1

1

zn′(z)

∣∣∣∣
z=θj

=

n∑

j=1

Resz=θj

1

zn(z)

= −Resz=0
1

zn(z)
= − 1

n(0)
= − (−1)n

α1 . . . αntn
= −K

tn
.

Therefore, the nonzero limit exists in the case l − 2k = −1 only, i.e., l = 2k − 1,

i lim
t→∞

(tnXk(t)) = Km2k−1.

Substituting in (3.13) we obtain Z(τ) = −iKpm−1(τ), where

(3.15) pm−1(τ) =

p+1∑

k=1

m2k−1τ
k−1 =

m−1∑

k=0

m2k+1τ
k

(recall that p = m− 1). The representation (3.7) follows from the identity

m(s) −m(−s) = 2s

m−1∑

k=0

m2k+1s
2k = 2spm−1(s

2).

The lemma is proved. �
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As a corollary we obtain (see (3.5)) that

(3.16) lim
t→∞

γ(τ, t)

δ(ζ, t)
=

1

im(
√
ζ)
pm−1(τ).

Theorem 3.2. On the dense subspace D(Sm) ⊂ L2
ρ(0,∞) there exists the strong limit

T (∞)ζϕ ≡ s− lim
t→∞

T (t)ζϕ, ϕ ∈ D(Sm),

and

(3.17) T (∞)ζϕ = Sζϕ+
i

m(
√
s)

(pm−1ϕ,Eζ)Eζ .

Proof. Because θ2j < 0, if follows from (3.11) that

|rp(τ, t)| 6
τp+1

|θj |2p+4
, p+ 1 = m.

Therefore if ϕ ∈ D(Sm) then from point convergence (3.16) we have the strong conver-
gence

(3.18) lim
t→∞

γ(·, t)
δ(ζ, t)

ϕ(·) =
1

im(
√
ζ)
pm−1(·)ϕ(·).

Due to continuity of the scalar product, the identity (3.17) follows from (2.10).
The theorem is proved. �

4. The problem with spectral parameter in the boundary condition

Obviously, pm−1 6∈ L2
ρ(0,∞), but we will denote the scalar product in (3.17) by the

following formal symbol:
(Sζϕ, pm−1) = (pm−1ϕ,Eζ).

We will use this convention in the other cases too.
So, the equality (3.17) becomes

(4.1) T (∞)ζϕ = Sζϕ+
i

m(
√
ζ)

(Sζϕ, pm−1)Eζ .

Note that the element T (∞)ζϕ belongs to the direct sum D(Sm) ∔ {Eζ}, ζ = const.
Every element of such a sum has a unique decomposition,

(4.2) ψ = ψ0 +AEζ , ψ0 ∈ D(Sm), A ∈ C

where A = −c(ψ).

Theorem 4.1. The equation T (∞)ζϕ = ψ has a solution ϕ ∈ D(Sm−1) iff the element

ψ has the form (4.2) and the condition

(4.3)
i

m(
√
ζ)

(ψ0, pm−1) = A

holds. Then

(4.4) ϕ = (S − ζ)ψ0, ψ0 ∈ D(Sm)

or

(4.5) ϕ = (S̃ − ζ)ψ.

Proof. Let ϕ be a solution of the equation T (∞)ζϕ = ψ. The decomposition (4.2) is
unique, therefore the equation

Sζϕ+
i

m(
√
ζ)

(Sζϕ, pm−1)Eζ = ψ0 +AEζ
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is equivalent to the system
{
Sζϕ = ψ0

i
m(

√
ζ)

(Sζϕ, pm−1) = A.

Due to (4.3), this system reduces to one equation Sζϕ = ψ0 from which we obtain

(4.4). Since (S̃−ζ)Eζ = 0 and S̃|D(S) = S|D(S), we have (S̃−ζ)ψ = (S̃−ζ)(ψ0 +AEζ) =

(S̃ − ζ)ψ0 = (S − ζ)ψ0 = ϕ, which proves (4.5). Conversely, the equality T (∞)ζϕ = ψ
results from (4.3)–(4.4).

The theorem is proved. �

Lemma 4.2. 1) If the element ψ0 ∈ D(Sm) has the presentation

(4.6) ψ0 = ψ + c(ψ)Eζ , ψ ∈ D(S̃),

then the form (ψ0, pm−1) has following presentation in terms of the element v = F−1ψ:

(4.7) (ψ0, pm−1) =
m−1∑

k=0

(−1)km2k+1v
2k+1(0) − i

2
(m(

√
ζ) −m(−

√
ζ))v(0).

2) If the function u(x), where Fu = ϕ = (S̃−ζ)ψ is such that u(j)(0) = 0, j = 0, 1, . . .,
then the presentation (4.7) becomes

(4.8) (ψ0, pm−1) =
1

2
√
ζ
(m(

√
ζ) −m(−

√
ζ))v′(0) − i

2
(m(

√
ζ) −m(−

√
ζ))v(0).

Proof. 1) Let ψ0 = Fy. Then, due to (2.2),

(4.9) y(2k+1)(x) =
1

π
(−1)k

∫ ∞

0

ψ0(τ)τ
k cos(x

√
τ)
√
τ dτ

from which, for x = 0, we obtain (ψ0, τ
k) = (−1)ky(2k+1)(0), k = 0, 1, . . . ,m− 1. Recall

that Eζ = F(eζ), ψ = Fv, and c(ψ) = −v(0) (see (2.8)). So it follows from from (4.6)

that y(x) = v(x) − v(0)ei
√

ζx, Im
√
ζ > 0, therefore

y2k+1(0) = v2k+1(0) − (i
√
ζ)2k+1v(0).

Finally,

(ψ0, pm−1) =

m−1∑

k=0

m2k+1(ψ0, τ
k) =

m−1∑

k=0

(−1)km2k+1y
(2k+1)(0)

≡
m−1∑

k=0

(−1)km2k+1v
(2k+1)(0) − r(ζ)v(0)

where the function r(ζ) is equal to

r(ζ) =

m−1∑

k=0

(−1)km2k+1(i
√
ζ)2k+1

= i

m−1∑

k=0

(−1)km2k+1(
√
ζ)2k+1 =

i

2

[
m(

√
ζ) −m(−

√
ζ)

]
.

The statement 1) is proved.
2) If ϕ = Fu, ψ = Fv then (4.5) signifies that −v′′−ζv = u, x > 0, i.e., v′′ = −ζv−u.

Further, vIV = −ζv′′ − u′′ = ζ2v+ ζu− u′′ and so on. Due to the condition u(j)(0) = 0,
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j = 0, 1, . . ., we have v(2k+1)(0) = (−ζ)kv′(0). The first expression in (4.7) becomes

m−1∑

k=0

(−1)km2k+1v
(2k+1)(0) =

(
1√
ζ

m−1∑

k=0

m2k+1(
√
ζ)(2k+1))

)
v′(0)

=
1√
ζ

(
m(

√
ζ) −m(−

√
ζ)

)
.

Now the relation (4.8) follows from (4.7).
The lemma is proved. �

Theorem 4.3. In the class of the functions ϕ = Fu ∈ D(Sm−1) such that u(j)(0) = 0,
j = 0, 1, . . ., the equation T (∞)ζϕ = ψ, ψ = Fv is equivalent to the system

−v′′ − ζv = u, x > 0(4.10)

1

i
√
ζ

(
m(

√
ζ) −m(−

√
ζ)

)
v′(0) +

(
m(

√
ζ) +m(−

√
ζ)

)
v(0) = 0.(4.11)

The proof follows from Theorem 4.1. Indeed, the equation (4.5) gives (4.10) and the
condition (4.3) where A = −c(ψ) = v(0) (see (2.8)) gives i(ψ0, pm−1) = m(

√
ζ)v(0).

Substituting here (4.8) we obtain (4.11).
The theorem is proved. �

5. Example: the eigenfunction expansion of the problem on the half line

with spectral parameter in the boundary condition

As an example, we consider the operators T (t) (see (2.6)) without point spectrum. It
signifies that in (2.9), (3.3) we have Im ak < 0, k = 1, . . . , n.

At the beginning, in order to ensure the convergence of the corresponding integrals,
we suppose that the functions u(x), v(x) have rational Fourier transforms, ϕ ∈ D(Sm),
ψ ∈ L2

ρ(0,∞).
Due to Lemma 3.1

lim
t→∞

tnγ(τ, t) = −iKpm−1(τ).

According to (3.3),

lim
t→∞

tnδ(ζ, t) = Km(
√
ζ).

Therefore,

lim
t→∞

(ϕ, bσ)(aσ, ψ)

= lim
t→∞

{
[tn (ϕ(σ)δ−(σ) − (Sσϕ, γ)−)]

[
1

tn

(
1

δ+(σ)
(Eσ , ψ)+ − 1

δ−(σ)
(Eσ, ψ)−

) ]}

≡ (ϕ, b̂σ)(âσ, ψ),

where

(5.1)





(ϕ, b̂σ) = ϕ(σ)m(−√

σ) + i(Sσϕ, pm−1)−

(âσ, ψ) =
1

m(
√
σ)

(Eσ, ψ)+
1

m(−√
σ)

(Eσ, ψ)−
.

The equality (2.19) becomes

(5.2) (ϕ, ψ) =
1

2πi

∫ ∞

0

(ϕ, b̂σ)(âσ, ψ) dσ.

Let us introduce the rational function

(5.3) R(σ) = −i
√
σ
m(

√
σ) +m(−√

σ)

m(
√
σ) −m(−√

σ)
.
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Then the system (4.10)–(4.11) takes the form

(5.4)

{
−v′′ − ζv = u
v′(0) = R(ζ)v(0)

.

Let s(σ) =
m(−√

σ)

m(
√
σ)

. Then

R(σ) = i
√
σ
s(σ) + 1

s(σ) − 1
, s(σ) =

R(σ) + i
√
σ

R(σ) − i
√
σ
.

In view of (3.7),

(5.5)
pm−1(σ)

m(−√
σ)

=
1

2
√
σ

(
1

s(σ)
− 1

)
= − i

R(σ) + i
√
σ
.

Let dk(σ), k = 1, . . . ,m− 2, be polynomials defined by the identity

qσ(τ) ≡ (pm−1(τ) − pm−1(σ))/(τ − σ) ≡
m−2∑

k=0

dk(σ)τk.

Then

(Sσϕ, pm−1)− = (ϕ, qσ) + pm−1(σ)(ϕ,Eσ)+.

Because of (4.9) we have (ϕ, τk) = (−1)ku2k+1(0), ϕ = Fu, therefore

(Sσϕ, pm−1)− =

m−2∑

k=0

(−1)ku(2k+1)(0)dk(σ) + pm−1(σ)(ϕ,Eσ)+.

If u(j)(0) = 0, j = 0, . . . , n, then

(5.6) (Sσϕ, pm−1)− = pm−1(σ)(ϕ,Eσ)+.

Theorem 5.1. Suppose that the polynomial m(z) has zeros in the half plane Imz < 0.
Then the eigenfunction expansion of the problem

(5.7)

{
−v′′ − σv = 0, x > 0
v′(0) = R(σ)v(0)

(see (5.3)) is given by the relations

(5.8)





Φ(σ) =

∫ ∞
0
u(x)

[
cos

√
σx+ R(σ)√

σ
sin

√
σx

]
dx

u(x) = 1
π

∫ ∞
0 Φ(σ)

[
cos

√
σx+ R(σ)√

σ
sin

√
σx

] √
σ

R(σ)2+σ
dσ

if u(j)(0) = 0, j = 0. . . . , n.

Proof. The relations (5.1)–(5.2) and the problem (5.4) have been obtained by passing
to the limit. Therefore, we must prove that the function â(x) satisfies the equation and
boundary condition in (5.7) and that (5.2) coincides with (5.8).

Note that the function

e(x,
√
σ) = cos

√
σx+

R(σ)√
σ

sin
√
σx

satisfies the equation and the condition (5.7).
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In view of (5.1), (5.6) and (5.5),

(ϕ, b̂σ)(âσψ)

=
[
ϕ(σ)m(−

√
σ) + ipm−1(σ)(ϕ,Eσ)+

] [
1

m(
√
σ)

(Eσ, ψ)+ − 1

m(−√
σ)

(Eσ , ψ)−

]

=

[
ϕ(σ) +

i

2
√
σ

(
1

s(σ)
− 1

)
(ϕ,Eσ)+

]
[s(σ)(Eσ , ψ)+ − (Eσ , ψ)−]

≡ (ϕ,B)(A,ψ).

Further, (see (5.5))

B(x) =
sin

√
σx√
σ

+
i

2
√
σ

−2i
√
σ

R(σ) + i
√
σ
e−i

√
σx =

1

R(σ) + i
√
σ
e(x,

√
σ),

A(x) = −R(σ) + i
√
σ

R(σ) − i
√
σ
ei

√
σx + e−i

√
σx =

2i
√
σ

R(σ) − i
√
σ
e(x,

√
σ).

Finally,

(ϕ, b̂σ)(âσψ) =
2i
√
σ

R(σ)2 + σ
(u, e(·,

√
σ))(e(·,

√
σ), v)

from which it follows (see (5.2)) that

(u, v)L2(0,∞) =
1

π

∫ ∞

0

√
σ

R(σ)2 + σ
(u, e(·,

√
σ))(e(·,

√
σ), v) dσ,

i.e., the relations (5.8).
The theorem is proved. �

Let n = 1 and Ima1 < 0, for example a1 = −iθ, θ > 0. Let m(s) = s − a1 = s+ iθ,
then (see (5.3)) R(σ) ≡ θ = const. So, there is not a spectral parameter in the condition
v′(0) = θv(0). The expansion, in this case,






Φ(λ) =

∫ ∞

0

f(x)

(
cos

√
λx+

θ√
λ

sin
√
λx

)
dx

f(x) =
1

π

∫ ∞

0

Φ(λ)

(
cos

√
λx+

θ√
λ

sin
√
λx

) √
λ

λ+ θ2
dλ

is well known (see [5, p. 283]).

Let n = 2, m(s) = (s + iθ1)(s + iθ2), θ1, θ2 > 0, θ1 6= θ2, then R(σ) =
θ1θ2 − σ

θ1 + θ2
, it

is a real valued function, the boundary condition is (θ1 + θ2)v
′(0) = (θ1θ2 − σ)v(0). If

u(0) = u′(0) = 0 then (5.8) defines a corresponding eigenfunction expansion. In other
words, we have a simple decomposition (5.8) if the function u(x) satisfies the boundary
condition for all values of the spectral parameter σ.

6. Conclusion

The non-local Sturm-Liouville problem
{

−v′′ − ζv = u, x > 0
v(0) + (v, η(t))L2(0,∞) = 0

where η(t) is some variable element from the space L2(0,∞), after passing to the limit
for t→ ∞, becomes the problem

{
−v′′ − ζv = u, x > 0
v′(0) = R(ζ)v(0)

with a spectral parameter in the boundary condition.
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The point spectrum of the Sturm-Liouville operator must be stable and this spectrum
defines the rational function R(ζ). The expansion on eigenfunctions of second problem
is generated by the expansion of the first one.

The calculus uses the language of Friedrichs’ model. The maximal operator S̃ was
introduced in Friedrichs’ model in [6]. Some applications of this notion and non-local
problems in Friedrichs’ model one be found in [7].
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