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THE CRITERIA OF MAXIMAL DISSIPATIVITY AND

SELF-ADJOINTNESS FOR A CLASS OF

DIFFERENTIAL-BOUNDARY OPERATORS WITH BOUNDED

OPERATOR COEFFICIENTS

H. M. PIPA AND O. G. STOROZH

This paper is dedicated to 100 anniversary of Mark Krein.

Abstract. A class of the second order differential-boundary operators acting in the
Hilbert space of infinite-dimensional vector-functions is investigated. The domains of
considered operators are defined by nonstandard (e.g., multipoint-integral) boundary
conditions.

The criteria of maximal dissipativity and the criteria of self-adjointness for inves-
tigated operators are established.

1. Introduction

This paper is devoted to studying of some differential-boundary operators acting in
the space of functions taking values in a Hilbert space. It should be noted that the
mentioned operators and their abstract models were investigated by many authors (see
[4], [6] and references therein) and that our interest in the subject indicated in the
headline is motivated in [13], [14], where similar problems were considered.

As in [13], [14] we use the following notation:D(T ), R(T ), kerT are, respectively, the
domain, range and kernel of a (linear) operator T ; B(X, Y ) is the set of linear bounded
operators A : X → Y such that D(A) = X ; B(X) = B(X, X); C(X) is the class of closed
densely defined linear operators acting in X ; A|E is the restriction of a mapping A onto
a set E; E is the closure of E; sp E is the linear manifold generated by a set E; 1X is
the identity in X ; A∗ is the adjoint of operator A; ⊕ is the symbol of orthogonal sum.
If Ai : X → Yi, (i = 1, . . . , n) are linear operators then the notation A = A1 ⊕ · · · ⊕ An

means that ∀x ∈ X Ax = (A1x, . . . , Anx).
Under H0 we understand a separable Hilbert space, suppose that for every x ∈ [a, b]

(−∞ < a < b < +∞) p(x) = p(x)∗ ∈ B(H0) is a positively definite operator and suppose
that p(.) is strongly continuous on [a, b] (these assumptions may be weakened). Put

(1) l[y] = −y′′(x) + p(x)y

and denote by L and L0, respectively, maximal and minimal operators generated in the

Hilbert space H
def
= L2(H0; (a, b)) equipped with the inner product

∀y, z ∈ H (y|z) =

b∫

a

(y(x)|z(x))H0dx

by the expression (1) (see [11], [16], [20] for details).

2000 Mathematics Subject Classification. Primary 47B25; Secondary 47A63, 47B65.
Key words and phrases. Hilbert space, operator, dissipative, orthoprojection.
The paper was partially supported by NFFR, project N 01.07/00172.

372



THE CRITERIA OF MAXIMAL DISSIPATIVITY AND SELF-ADJOINTNESS FOR . . . 373

Further, suppose that a < c1 < c2 < b, G(i) are closed linear subspaces of H0, P (i) are

the orthoprojections H0 → G(i) and Q(i) def
= 1H0 − P (i) (i = 1, 2). Define the operators

Lmin, Lmax as follows:

D(Lmin) =
{

y ∈ D(L0) : P (i)y(ci) = 0, i = 1, 2
}
, Lmin ⊂ L0,

D(Lmax) =
{
y ∈ H : y is absolutely continuous on [a, b],

y′ is absolutely continuous on [a, c1 − 0] ∪ [c1 + 0, c2 − 0] ∪ [c2 + 0, b],

Q(i)y′(ci − 0) = Q(i)y′(ci + 0) (i = 1, 2), lcl[y] ∈ H
}

,

∀y ∈ D(Lmax) Lmaxy = lcl[y]

(here and below lcl[y] means the expression (1), in which all derivatives are interpreted
in the classical sense).

Furthermore, assume that there are given the operators Φ(1), Φ(2) ∈ B(H, H0) and
αij ∈ B(H0) (i, j = 1, . . . , 4) such that the operator matrix (αij)

4
i,j=1 is invertible in

B(H4
0 ). Put

ui(y) = αi1y
′(a) − αi2y

′(b) + αi3y(a) + αi4y(b) (i = 1, . . . , 4)

and define the main object of our investigation, operator T , by the relations

(2)
D(T ) =

{
y ∈ D(Lmax) : ui(y) = P (i)y(ci) + Φ(i)y,

P (i)ui+2(y) = y′(ci + 0) − y′(ci − 0), i = 1, 2
}
,

(3) ∀y ∈ D(T ) Ty = lcl[y] + (Φ(1))∗u3(y) + (Φ(2))∗u4(y).

The purpose of this paper is to establish the criterion of maximal dissipativity and
the criterion of self-adjointness for the operator (2)–(3) which (criteria) were established
earlier in some special cases (see [10], [19]).

Recall that according to [2], [17] a linear operator T : H → H is called dissipative (ac-
cumulative) if for each y ∈ D(T ) Im(Ty|y) ≥ 0 (≤ 0) and maximal dissipative (maximal
accumulative) if, in addition, it has no proper dissipative (accumulative) extensions.

2. Preliminaries

Introduce the necessary notations by setting H = H0 ⊕ H0,

∀y ∈ D(L) Γ1y = (y′(a),−y′(b)), Γ2y = (y(a), y(b)),

H1 =
{
y ∈ H : y is absolutely continuous on [a, b], y′ ∈ H

}
,

He =
{
y ∈ H1 : y(a) = y(b) = 0

}
.

It is well known [3], [9] that He with the inner product

∀u, v ∈ He (u|v)e =

b∫

a

[(u′(x)|v′(x))H0 + (p(x)u(x)|v(x))H0 ] dx

is the energetic space of L0, and LF
def
= L| kerΓ2 is the Friedrichs, or according to M.

Krein [7] hard, extension of L0.
Further, assume that H is an (auxiliary) Hilbert space, Λ : H1 → H is a linear

operator such that Λ|He ∈ B(He,H) and W ∈ B(D[L],H)
(
under D[L] we understand

the variety D(L) interpreted as a Hilbert space with the inner product

∀y, z ∈ D(L) (y|z)L = (y|z) + (Ly|Lz)
)
.
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Define the operators Λ• ∈ B(H, He) and W ′ ∈ B(H, D[L]) as follows:

∀u ∈ He, ∀h ∈ H (Λu|h)H = (u|Λ•h)e,

∀y ∈ D(L), ∀h ∈ H (Wy|h)H = (y|W ′h)L.

Furthermore, put

∀u ∈ H1 Ψ(i)u = P (i)u(ci), χ(i)u = Ψ(i)u + Φ(i)u (i = 1, 2);

Φ = Φ(1) ⊕ Φ(2), Ψ = Ψ(1) ⊕ Ψ(2), χ = χ(1) ⊕ χ(2) (= Φ + Ψ);

G = G(1) ⊕ G(2), PG = P (1) ⊕ P (2);

∀y ∈ D(Lmax) Γ
[Ψ]
1 y = (y′(a),−y′(b)), Γ

[Ψ]
2 y = (y(a), y(b)),

Γ
[Ψ]
3 y = (P (1)(y′(c1 + 0) − y′(c1 − 0)), P (2)(y′(c2 + 0) − y′(c2 − 0)))

(evidently, in the latter relation the operators P (1), P (2) may be omitted),

Γ
[Ψ]
4 y = (P (1)y(c1), P

(2)y(c2)) ( i.e. Γ
[Ψ]
4 = Ψ|D(Lmax));

A11 =




α11 α12

α21 α22


 , A12 =




α13 α14

α23 α24


 ,

A21 =




α31 α32

α41 α42



 , A22 =




α33 α34

α43 α44



 ;

U1 = A11Γ1 + A12Γ2, U2 = A21Γ1 + A22Γ2, U = U1 ⊕ U2;

(4) J =




0 i1H

−i1H 0


 .

Define the operator Ã = (α̃ij) (α̃ij ∈ B(H0); i, j = 1, . . . , 4) from the equation

(5) AJÃ∗ = J

and introduce the following notations:

Ã11 =




α̃11 α̃12

α̃21 α̃22


 , Ã12 =




α̃13 α̃14

α̃23 α̃24


 ,

Ã21 =




α̃31 α̃32

α̃41 α̃42



 , Ã22 =




α̃33 α̃34

α̃43 α̃44



 ;

Ũi = Ãi1Γ1 + Ãi2Γ2 (i = 1, 2), Ũ = Ũ1 ⊕ Ũ2;

U
[Ψ]
i = Ai1Γ

[Ψ]
1 + Ai2Γ

[Ψ]
2 (i = 1, 2), U [Ψ] = U

[Ψ]
1 ⊕ U

[Ψ]
2 ;

Ũ
[Ψ]
i = Ãi1Γ

[Ψ]
1 + Ãi2Γ

[Ψ]
2 (i = 1, 2), Ũ [Ψ] = Ũ

[Ψ]
1 ⊕ Ũ

[Ψ]
2 .

Using the introduced notations one can readily check that

D(T ) =
{

y ∈ D(Lmax) : U
[Ψ]
1 y − Γ

[Ψ]
4 y = Φy, PGU

[Ψ]
2 y = Γ

[Ψ]
3 y

}
,

∀y ∈ D(T ) Ty = Lmaxy + Φ∗U
[Ψ]
2 y.

In other words,

D(T ) =
{

y ∈ D(L) + R(χ•) : y + χ•U
[Ψ]
2 y ∈ D(L), U

[Ψ]
1 y = χy

}
,

∀y ∈ D(T ) Ty = L(y + χ•U
[Ψ]
2 y).
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Moreover, T ∈ C(H) and

(6) D(T ∗) =
{
z ∈ D(Lmax) : Ũ

[Ψ]
1 z − Γ

[Ψ]
4 z = Φz, PGŨ

[Ψ]
2 z = Γ

[Ψ]
3 z

}
,

(7) ∀z ∈ D(T ∗) T ∗z = Lmaxz + Φ∗Ũ
[Ψ]
2 z

or equivalently

(8) D(T ∗) =
{
z ∈ D(L) + R(χ•) : z + χ•Ũ

[Ψ]
2 z ∈ D(L), Ũ

[Ψ]
1 z = χz

}
,

(9) ∀z ∈ D(T ) T ∗z = L(z + χ•Ũ
[Ψ]
2 z).

The proof of (6)–(9) is analogous to that of Theorem 2 in [13].

Remark 1. It should be noted that χ• = Ψ• + L−1
F Φ∗ and that operator Ψ• has been

constructed in [15].

3. The criterion of accumulativity of operator T ∗

Since operator T ∈ C(H) is maximal dissipative iff T ∗ is maximal accumulative (see
[12], [17]), we are going to establish the conditions which are necessary and sufficient for
the accumulativity of operator (6)–(7), or equivalently of operator (8)–(9), at first. For

this purpose denote by P the ortoprojection H⊕H → H⊕R(χ) and recall that operator
J has been defined by (4).

Lemma 1. The set {JŨ [Ψ]z : z ∈ D(T ∗)} is dense in H⊕ R(χ).

Lemma 2. For each z ∈ D(T ∗)

2 Im(T ∗z|z) = −(P [iULU ′ + J ]Ph|h)H⊕H,

where h = JŨ [Ψ]z.

Corollary 1. T ∗ is an accumulative operator iff

(10) P [iULU ′ + J ]P ≥ 0.

Put

(11) L1
def
= L| kerU1.

Corollary 2. If T ∗ is an accumulative operator, then L∗
1 is an accumulative operator.

In particular, the maximal dissipativity of T implies the maximal dissipativity of L1.

Lemma 3. Suppose that

i) the condition (10) is fulfilled;
ii) L1 is a maximal dissipative operator;
iii) dimR(χ) < +∞.

Then T is a maximal dissipative operator.

The proofs of Lemmas 1–3 and Corollaries 1–2 are analogous to the proofs of corres-
ponding statements in [14], [19].
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4. Operators Tn

Let {ẽk,i} be (at most countable) orthonormal basis in G(i). Put

G(i)
n = sp{ẽ1,i, . . . , ẽn,i}, Q

G
(i)
n

= 1H0 − P
G

(i)
n

,

where P
G

(i)
n

is the ortoprojection H0 → G
(i)
n (i = 1, 2), and define the operators L

(n)
min,

L
(n)
max by the relations

D(L
(n)
min) =

{
y ∈ D(L0) : P

G
(i)
n

y(ci) = 0, i = 1, 2
}
, L

(n)
min ⊂ L0,

D(L
(n)
max) =

{
y ∈ H : y is absolutely continuous on [a, b],

y′ is absolutely continuous on [a, c1 − 0] ∪ [c1 + 0, c2 − 0] ∪ [c2 + 0, b],

Q
G

(i)
n

y′(ci − 0) = Q
G

(i)
n

y′(ci + 0) (i = 1, 2), lcl[y] ∈ H
}
,

∀y ∈ D(L(n)
max) L(n)

maxy = lcl[y].

Introduce the following notations:

Gn = G(1)
n ⊕ G(2)

n , PGn
= P

G
(1)
n

⊕ P
G

(2)
n

, Ψn = PGn
Ψ.

In accordance with the results of paper [15] we obtain that L
(n)
min, L

(n)
max ∈ C(H) and

(L
(n)
min)

∗ = L
(n)
max. Moreover,

L
(n)
min = L0| kerΨn, D(L(n)

max) = D(L)
.
+ R(Ψ•

n)
def
= Dn,

∀x ∈ D(L), ∀h ∈ R(Ψn) L(n)
max(x + Ψ•

nh) = Lx.

Further, let {êk,i} be (at most countable) orthonormal basis in R(χ(i))⊖G(i) and P
(i)
n

be the ortoprojection H0 → G
(i)
n ⊕ sp{ê1,i, . . . , ên,i} (i = 1, 2). Put

Pn = P (1)
n ⊕ P (2)

n , Φn = PnΦ, χn = Pnχ.

Clearly, PnΨ = PGn
Ψ, hence χn = Ψn + Φn. Define operator Tn by the relations

D(Tn) =
{

y ∈ Dn : y + χ•
nU

[n]
2 y ∈ D(L), U

[n]
1 y = χny

}

≡
{

y ∈ Dn : Γ
[n]
3 y = PGn

U
[n]
2 y, U

[n]
1 y − Γ

[n]
4 y = Φny

}
,

∀y ∈ D(Tn) Tny = L(y + χ•
nU

[n]
2 y) = L(n)

maxy + Φ∗
nU

[n]
2 y,

where U
[n]
i = U

[Ψn]
i (= U

[Ψ]
i |Dn) (i = 1, 2), Γ

[n]
3 = Γ

[Ψn]
3 (= Γ

[Ψ]
3 |Dn), Γ

[n]
4 = Γ

[Ψn]
4 (=

Ψn|Dn).
Taking into account (6)–(9) we see that

D(T ∗
n) =

{
z ∈ Dn : z + χ•

nŨ
[n]
2 z ∈ D(L), Ũ

[n]
1 z = χnz

}

≡
{

z ∈ Dn : Γ
[n]
3 z = PGn

Ũ
[n]
2 z, Ũ

[n]
1 z − Γ

[n]
4 z = Φnz

}
,

∀z ∈ D(T ∗
n) T ∗

nz = L(z + χ•
nŨ

[n]
2 z) = L(n)

maxz + Φ∗
nŨ

[n]
2 z,

where Ũ
[n]
i = Ũ

[Ψn]
i (= Ũ

[Ψ]
i |Dn) (i = 1, 2).

Remark 2. Assume that y0 ∈ D(T ). Put QGn
= 1H − PGn

and consider the following
system of equations:

(12)





U
[n]
1 yn = χny0, PGn

U
[n]
2 yn = PGn

Γ
[Ψ]
3 y0,

QGn
U

[n]
2 yn = QGn

U
[Ψ]
2 y0, Γ

[n]
3 yn = PGn

Γ
[Ψ]
3 y0,

Γ
[n]
4 yn = Ψny0, Φnyn = Φny0.
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The arguments analogous to ones applied under the proving of [8], Lemma 4.8.7 show
that (12) has a solution yn ∈ Dn. Besides, it is easily to verify by calculations that the
latter system is equivalent to the following one:

(13)





U
[n]
1 yn = χnyn, PGn

U
[n]
2 yn = Γ

[n]
3 yn,

QGn
U

[n]
2 yn = QGn

U
[Ψ]
2 y0, Γ

[n]
3 yn = PGn

Γ
[Ψ]
3 y0,

Γ
[n]
4 yn = Ψny0, Φnyn = Φny0.

It follows from (13) that ∀n ∈ N yn ∈ D(Tn).

Remark 3. Clearly,

i) ∀h ∈ R(χ) lim
n→∞

Pnh = h;

ii) ∀g ∈ G Png = PGn
g, therefore lim

n→∞
Png = g.

Lemma 4. Suppose that y0 ∈ D(T ), and yn ∈ D(Tn) (n ∈ N) satisfy the equalities (12).
Then

(14)

{
lim

n→∞
U

[n]
i yn = U

[Ψ]
i y0, lim

n→∞
Γ

[n]
i+2yn = Γ

[Ψ]
i+2y0 (i = 1, 2),

lim
n→∞

Φnyn = Φy0.

Proof. Taking into account (12) and Remark 3, we obtain

i) lim
n→∞

U
[n]
1 yn = lim

n→∞
χny0 = lim

n→∞
Pnχy0 = χy0 = U

[Ψ]
1 y0;

ii)

U
[n]
2 yn = PGn

U
[n]
2 yn + QGn

U
[n]
2 yn = PGn

Γ
[Ψ]
3 y0 + QGn

U
[Ψ]
2 y0

= PGn
Γ

[Ψ]
3 y0 + U

[Ψ]
2 y0 − PGn

U
[Ψ]
2 y0 = U

[Ψ]
2 y0 + PGn

((Γ
[Ψ]
3 y0

− PΨU
[Ψ]
2 y0) − (U

[Ψ]
2 y0 − PΨU

[Ψ]
2 y0)) = U

[Ψ]
2 y0;

iii) lim
n→∞

Γ
[n]
3 yn = lim

n→∞
PGn

Γ
[Ψ]
3 y0 = Γ

[Ψ]
3 y0;

iv) lim
n→∞

Γ
[n]
4 yn = lim

n→∞
Ψny0 = lim

n→∞
PGn

Ψy0 = Γ
[Ψ]
4 y0;

v) lim
n→∞

Φnyn = lim
n→∞

Φny0 = lim
n→∞

PnΦy0 = Φy0.

The lemma is proved. �

Corollary 3. In the assumptions of Lemma 4

lim
n→∞

Ũ
[n]
i yn = Ũ

[Ψ]
i y0, i = 1, 2.

Proof. Put Ũ [n] = Ũ
[n]
1 ⊕ Ũ

[n]
2 . Since both (H⊕H, U) and (H⊕H, Ũ) are boundary pairs

for (L, L0), there exists a bijection B ∈ B(H ⊕ H) such that Ũ = BU (see [8], p. 156

for details), therefore Ũ [Ψ] = BU [Ψ], Ũ [n] = BU [n]. Taking into account Lemma 4, we
obtain

lim
n→∞

Ũ [n]yn = B lim
n→∞

U [n]yn = BU [Ψ]y0 = Ũ [Ψ]y0.

�
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5. Main results

Proposition 1. Operator T is maximal dissipative iff (10) is fulfilled and operator L1

defined by (11) is maximal dissipative.

Proof. Sufficiency. Suppose that (10) is fulfilled and L1 is maximal dissipative operator.
Multiplying (10) from left and from right by (1H⊕Pn) and taking into account following

from the inclusion R(χn) ⊂ R(χ) equalities

(1H ⊕ Pn)P = P (1H ⊕ Pn) = 1H ⊕ Pn,

we derive
(1H ⊕ Pn)[iULU ′ + J ](1H ⊕ Pn) ≥ 0 (n ∈ N).

Whence using Lemma 3 we conclude that Tn is a (maximal) dissipative operator.
Assume that y0 ∈ D(T ), and yn ∈ D(Tn) is a solution of the system (12). Applying

Theorem 5 from [15] (its proof is analogous to that of Theorem 1 from [13]) we have

0 ≤ 2 Im(Tnyn|yn) = −i[(Tnyn|yn) − (yn|Tnyn)] = −i{[(L(n)
maxyn|yn)

− (yn|(L
(n)
maxyn)] + [(U

[n]
2 yn|Φnyn)H − (Φnyn|U

[n]
2 yn)H]}

= −i{(U
[n]
1 yn|Ũ

[n]
2 yn)H − (U

[n]
2 yn|Ũ

[n]
1 yn)H + (Γ

[n]
3 yn|Γ

[n]
4 yn)H

− (Γ
[n]
4 yn|Γ

[n]
3 yn)H + (U

[n]
2 yn|Φnyn)H − (Φnyn|U

[n]
2 yn)H}.

Taking the limit as n → ∞ and applying the mentioned theorem again we derive

0 ≤ −i{(U
[Ψ]
1 y0|Ũ

[Ψ]
2 y0)H − (U

[Ψ]
2 y0|Ũ

[Ψ]
1 y0)H + (Γ

[Ψ]
3 y0|Γ

[Ψ]
4 y0)H

− (Γ
[Ψ]
4 y0|Γ

[Ψ]
3 y0)H + (U

[Ψ]
2 y0|Φy0)H − (Φy0|U

[Ψ]
2 y0)H}

= −i{[(Lmaxy0|y0) − (y0|(Lmaxy0)] + [(Φ∗U
[Ψ]
2 y0|y0)H

− (y0|Φ
∗U

[Ψ]
2 y0)H]} = −i[(Ty0|y0) − (y0|Ty0)] = 2 Im(Ty0|y0).

Since y0 is an arbitrary element from D(T ), T is dissipative operator. In view of
Corollary 1 it is maximal dissipative operator (see e.g. [3], [12], [17] for details). The
sufficiency is proved.

Necessity follows from Corollaries 1, 2. �

Remark 4. Similar arguments convince that T is maximal accumulative operator iff

P [iULU ′ + J ]P ≤ 0

and L1 is maximal accumulative operator.
Since operator T ∈ C(H) is self-adjoint iff it is maximal dissipative and maximal

accumulative simultaneously (see, e.g., [3], [12], [17]) we conclude that T = T ∗ iff

P [iULU ′ + J ]P = 0, L1 = L∗
1.

Theorem 1. Operator T is maximal dissipative (maximal accumulative) iff

P [AJA∗ − J ]P ≤ 0, ker(A11 + iA12) = {0},

(P [AJA∗ − J ]P ≥ 0, ker(A11 − iA12) = {0}).

Proof. In order to prove the theorem it is sufficient to take into account established in
[8] the equality iULU ′ = −AJA∗ and to apply the criterion of maximal dissipativity
(maximal accumulativity) for the extension of symmetric operator in the form, indicated
in [18], see also [1], [3], [5]. �

Corollary 4. T = T ∗ iff P [AJA∗ − J ]P = 0, ker(A11 ± iA12) = {0}.
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