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THE STRONG HAMBURGER MOMENT PROBLEM
AND RELATED DIRECT AND INVERSE SPECTRAL PROBLEMS

FOR BLOCK JACOBI-LAURENT MATRICES

YURIJ M. BEREZANSKY AND MYKOLA E. DUDKIN

Dedicated with great pleasure to F. H. Szafraniec on the occasion of his 70th birthday

Abstract. In this article we propose an approach to the strong Hamburger moment

problem based on the theory of generalized eigenvectors expansion for a selfadjoint

operator. Such an approach to another type of moment problems was given in our
works earlier, but for strong Hamburger moment problem it is new. We get a suf-

ficiently complete account of the theory of such a problem, including the spectral

theory of block Jacobi-Laurent matrices.

1. Introduction

A theory of the moment problem is connected with generalized eigenvectors expansion
approach, by means of which it is possible to investigate different situations. In this ap-
proach we firstly obtain a moment representation by applying the theory of eigenfunction
expansion in generalized eigenvectors to the corresponding operators. For such vectors
we get a simple equation depending on the moment problem under consideration,— a
solution of this equation gives a form of the representation. The corresponding Parseval
equality gives the moment representation itself.

After this we connect, with the considered moments, a Jacobi type three-diagonals
block matrix the spectral measure of which is equal to the measure in the moment repre-
sentation. The corresponding spectral theory for such a matrix gives further information
about the considered moment problem.

Such an approach gives a possibility to investigate the following moment problems:
classical, trigonometric, complex, matrix and different many-dimensional analogs of
them, including infinite-dimensional cases (in many-dimensional situation it is neces-
sary to investigate commuting families of Jacobi type operators), see [4, Ch. 7, 8], [5,
Ch. 5, Section 2], [7, 8, 9, 11, 12, 13, 14].

This article is devoted to a demonstration of such an approach applied to an investiga-
tion of the strong Hamburger (strong) moment problem. We get a sufficiently complete
account of the theory of the strong moment problem based on the spectral theory of
selfadjoint operators and, in fact, independent of previous works in this direction.

It is necessary to note that an idea, similar to the above mentioned one, of investigat-
ing positive defined functions, moment problems etc. belongs to M. G. Krein (1946–1948,
[22, 23]). He has constructed a Hilbert space by using the investigated positive definite
kernel, and, to natural operators on this space and connected with investigated prob-
lem, he had applied the method of directed functionals he had created in those years.
Yu. M. Berezansky in 1956 [2] had applied, to such operators, a general method of a
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generalized eigenfunctions expansion, which gave, in particular, the above mentioned
results for the moment problems.

The strong Hamburger moment problem is formulated in the following way. We have
a sequence s = (sn)∞n=−∞ of real numbers sn. What is the case where the numbers sn
are moments of some measure dρ(λ) on the Borel σ-algebra B(R), i.e.,

(1.1) sn =
∫
R

λn dρ(λ), n ∈ Z := {. . . ,−1, 0, 1, . . .}.

If the representation (1.1) holds true only for n ∈ N0 := {0, 1, 2, . . .} = {0} ∪ N, we
have the classical moment problem [1, 4, 31], an answer to it is well known,— a sequence
(sn)∞n=0 is a moment sequence iff for an arbitrary finite sequence (fn)∞n=0 of complex
numbers fn the following inequality takes place:

(1.2)
∞∑

j,k=0

sj+kfj f̄k ≥ 0.

In other words, the matrix (sj+k)∞j,k=0 must be positive (i.e. nonnegative) definite.
From these definitions it follows that every strong moment sequence is a classical one,

Z ⊃ N0. It is possible to understand that, since we have representation (1.1) for n ∈ N0,
we can extend it to n ∈ Z− := {. . . ,−2,−1} iff the measure dρ(λ) near the point 0 is
“small”, every integral for n ∈ Z must be exist.

Such a situation with a measure corresponds to reality but this problem is not simple
and there are many papers have appeared starting in 1983–1984 that deal with a study
of the strong Hamburger moment problem. We will not give here a corresponding list
and only refer to the detailed survey [21] and to some articles closer connected with our
work.

It is necessary to say that representation (1.1) takes place iff the condition (1.2) is
fulfilled for arbitrary finite (fn)∞n=−∞ with summation going from −∞ to∞. This result
was published in 1984 in the work [20] but we would like to say that representation (1.1)
and its equivalence to positivity of type (1.2) was obtained in 1965 by Yu. M. Berezansky
in [4] (see also [3]) as a special case of a more general theorem (a more detailed account of
this fact will be given in the Section 8 of this article). Note also, that the strong moment
problem has appeared at first in the article of A. A. Nudelman [28].

Similarly to the classical moment problem, the same problems arise for its strong
variant,— what are the cases where representation (1.1) is unique, if we have a nonunique-
ness, — in what way is it possible to describe all measures dρ(λ) with a given moment
sequence s = (sn)∞n=−∞. Now, the so-called Laurent polynomials, i.e., finite linear com-
binations of λn, n ∈ Z, become essential. Important questions now are: what is an analog
of a Jacobi matrix connected with s and what spectral theory such matrices have, etc.?

Many of these questions are investigated in the articles cited in [21] and in [27]. But an
approach to the corresponding problem was analytical, often without application of the
corresponding natural tools of the spectral theory of operators. It is necessary to say that
applying the theory of generalized eigenvectors and the corresponding results to Jacobi
matrices and positive definite kernels ([4], Ch. 5, 7, 8) to such problem gives the very
clear picture similar to the classical moment problem. Unfortunately, the corresponding
authors used another ways.

For our investigations, important are the works [19, 33, 34] (note that these works do
not also use the theory of generalized eigenvectors, etc.). For the Laurent polynomials,
the Laurent-Jacobi matrices corresponding to strong moment problem are presented in
[19]. Here, an operator generated by such a matrix was considered and some of its
spectral properties were investigated. The articles [33, 34] generalized some results on
strong moment problem from [21] on the matrix case. The author systematically used
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the operator theory and namely his works gave an insentive for writing this article. Also
note some last works [16, 17] concerning the questions connected with strong moment
problem which had some influence on our constructions.

The presentation of this work is as follows. In Section 2 we recall the main results about
the generalized eigenvector expansion which are necessary for the following. Section 3
gives a proof of main theorem of representation (1.1) and some condition of uniqueness
of the measure.

Section 4 is devoted to the construction and an investigation of a block Jacobi type
matrix connected with (1.1), (1.2). It is necessary to note that our Jacobi-Laurent ma-
trix is a block three-diagonal matrix, instead of five-diagonal numerical matrix in the
previous investigations. The use of block matrices, often with blocks havin different di-
mension, instead of numerical ones is very convenient in the corresponding situations and
were earlier proposed by the authors in [11, 12] for trigonometric and complex moment
problems; see also [10, 26]. To devise such an approach it was very essential to con-
sider results of the article [36] devoted to a complex moment problem. The convenience
of block matrices consists in a more easy finding the relations between the objects of
consideration, as it formally the case for the classical Jacobi matrix.

The main results of this Section are the Theorems 5, 6. Some parts of these theorems
are published in articles [34, 35], but we stress that our proofs are practically a repeatetion
of proofs from [11, 12] for similar problems.

Our Jacobi-Laurent matrix J is symmetric and has algebraic inverse J−1 which is
also a block three-diagonal matrix with corresponding properties. There are still some
problems which include the following: to describe such matrices J in an inner way similar
to the case of five-diagonals unitary matrices (i.e. three-diagonal block). In the unitary
case such a description was given by S. Verblunsky (see book [32]), we plan to give a
corresponding description for J in separate article.

In the Section 5 we present a spectral theory for block Jacobi-Laurent matrices, includ-
ing the direct and inverse spectral problems. The constructions are similar to classical
Jacobi matrices [4], Ch. 7, and we use the generalized eigenfunction expansion. In Sec-
tion 6 we consider the Jacobi-Laurent matrix J in a general case, when J generates only a
Hermitian operator, not a selfadjoint one. We construct the corresponding theory similar
to the case of classical Jacobi matrices. We outline the theory describing all selfadjoint
extensions in the initial Hilbert space but do not give a complete account of the theory
since, on the one hand, it would require too much space and, on the other hand, the
constructions are very similar to the classical case of a Jacobi matrix given in the book
[4], Ch. 7.

Let us also stress that in this article we do not consider selfadjoint extension of the
operator generated by J that would act on a space larger that the initial space. So, we
consider only ”orthogonal” spectral measures.

Section 7 is devoted to a construction, from the initial moments sn, n ∈ Z, of a
Jacobi-Laurent matrix and to a discussion of the connection between the initial measures
dρ(λ) from (1.1) and the spectral measure of selfadjoint operators generated by J . This
section clarifies how the theory of selfadjoint extensions of Jacobi-Laurent matrix gives
a description of all solutions of problem (1.1).

In the Section 8 we do the following: 1) explain a connection with the former results of
Yu. M. Berezansky [3, 4] and the strong moment problem; 2) outline a way of investigating
the strong matrix moment problem using the approach of Sections 2–6 and the work [24]
of M. G. Krein.

Note, that for the convenient of readers we often at first present a particular case
of the corresponding theory. So, in the Section 4 we at first consider the most simple
case of a bounded operator generated by a Jacobi-Laurent matrix, i.e., the case where
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the measure dρ(λ) has bounded support. Then we pass to the general case where the
support is arbitrary, but the set of all functions R 3 λ 7−→ λm, m ∈ Z, is total in the
space L2(R, dρ(λ)) (such measures can be exotic enough).

2. Preliminaries

Let H be a separable Hilbert space and let A be a selfadjoint operator defined on
Dom(A) in H. Consider a rigging of H

(2.1) H− ⊃ H ⊃ H+ ⊃ D,

such that H+ is a Hilbert space topologically and quasinuclear embedded into H (topo-
logically means densely and continuously; quasinuclear means that the inclusion operator
is of Hilbert-Schmidt type); H− is the dual of H+ with respect to space H; D is a linear,
topological space, topologically embedded into H+.

The operator A is called standardly connected with the chain (2.1) if D ⊂ Dom(A)
and the restriction A � D acts from D into H+ continuously.

We formulate a short version of the projection spectral theorem (see [4], Ch. 5, [5],
Ch. 3, [6], Ch. 15).

Theorem 1. Let A be a selfadjoint operator defined on a separable Hilbert space H
and standardly connected with the chain (2.1), where D is separable. Then there exist an
operator-valued function Φ(λ) and a bounded Borel (general) spectral measure dσ(λ) such
that Φ(λ) is weakly measurable and is defined for almost all λ from the spectrum s(A)
of the operator A in the sense of the spectral measure dσ(λ) and takes values in non-
negative operators from H+ into H−, and for every λ its Hilbert-Schmidt norm satisfies
the equality IΦ(λ)I≤ Tr(Φ(λ)) = 1. Here Tr denotes the trace of corresponding operator.
The function Φ(λ) and the measure dσ(λ) give a representation of the expansion of the
identity E of A,

(2.2) E(∆)f =
(∫

∆

Φ(λ) dσ(λ)
)
f, ∆ ∈ B(R), f ∈ H+,

and of the operator A,

(2.3) Af =
( ∫
s(A)

λΦ(λ) dσ(λ)
)
f, f ∈ Dom(A) ∩H+.

The set of values Ran(Φ(λ)) ⊂ H− consists of a generalized eigenvector ϕ(λ) ∈ H−
of the operator A with the corresponding eigenvalue λ, i.e.,

(2.4) (ϕ(λ), Af)H = λ(ϕ(λ), f)H, λ ∈ R, f ∈ D; ϕ(λ) 6= 0.

In a general case, for the operator A appearing in the Theorem 1, it is possible to
construct the expansion of almost arbitrary vector f ∈ H in the generalized eigenvectors
of operator A in the form of a “Fourier transform” (see [4], Ch. 5, [5], Ch. 3, in particular,
[6], Ch. 15, Section 3). But in a general situation the dimension of the vector, the Fourier
transform f̂(λ), depends on the “multiplicity” of the eigenvalue λ and the corresponding
formulas are not very effective. But in some special case of operators A, the language of
the Fourier transform is very convenient and replaces formulas (2.2), (2.3).

LetA be some selfadjoint operator onH, a vector q ∈ H is called cyclic if q ∈ Dom(An),
n ∈ N. Let A has an algebraically inverse operator A−1 (i.e., for f ∈ Dom(A)), A−1Af =
f , Dom(A−1) = Ran(A)). A cyclic vector q, is called double cyclic if q ∈ Dom(An),
n ∈ Z.
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Theorem 2. Let A be a selfadjoint operator such that all conditions of Theorem 1 are
fulfilled. Assume that there exists a cyclic vector q for this operator (or double cyclic, in
this case we assume that A−1f ∈ D if f ∈ D and the algebraic inverse A−1 is defined on
D) which is generating in the following sense: ∀n ∈ N0 (or ∀n ∈ Z) Anq ∈ D and the
set of such vectors is total in D.

Then the spectrum of A is simple and for every λ ∈ s(A) the corresponding generalized
eigenvector ϕ(λ) ∈ H− exists and we can introduce the Fourier transform F ,

(2.5) D 3 f 7−→ (Ff)(λ) = f̂(λ) := (f, ϕ(λ))H ∈ C.

Instead of (2.2), (2.3) we have an equivalent representation: ∀f, g ∈ D

(2.6) (f, g)H =
∫
R

f(λ)g(λ) dσ(λ), (Âf)(λ) = λf̂(λ), λ ∈ s(A).

With the help of extension by continuity, definition (2.5) can be extended to all f ∈ H,
then f̂(λ) ∈ L2(R, dσ(λ)). The first equality in (2.6) extends to f, g ∈ H, becoming the
Parseval equality. The second equality extends to f ∈ Dom(A) and shows that our opera-
tor is unitary equivalent to the operator of multiplication by λ on the space L2(R, dσ(λ)),
acting on f̂(λ), f ∈ Dom(A).

Proof. This theorem, in the case of a cyclic vector, is proved in [6], Ch. 15, Theorem 3.2.
In the case of a double cyclic vector q, it is necessary to repeat the proof of this

Theorem 3.2. Doing so there is only one place needed to be explained. Namely let
ϕ(λ) := P (λ)Jf0 ∈ H− be the vector from the proof of this theorem. We have the
following: (ϕ(λ), q)H = 0 (in [8] q was denoted by Ω).

It is necessary to show that ϕ(λ) = 0. This vector is a generalized eigenvector with
the eigenvalue λ, i.e.,

(ϕ(λ), Af)H = λ(ϕ(λ), f)H, f ∈ D.

Therefore ∀f ∈ D,

(2.7) (ϕ(λ), f)H = (ϕ(λ), A(A−1f))H = λ(ϕ(λ), A−1f)H,

since, by conditions the theorem, A−1f ∈ D. From (2.7) we conclude that λ 6= 0: if
λ = 0, then (ϕ(λ), f)H = 0, f ∈ D, i.e., ϕ(λ) = 0 and the proof is finished.

So, let λ 6= 0. Using (2.7) we get

(2.8) (ϕ(λ), A−1f)H = λ−1(ϕ(λ), f)H, f ∈ D.

By iterating (2.8) (note that A−1f ∈ D), we have

(2.9) (ϕ(λ), A−nf)H = λ−n(ϕ(λ), f)H, f ∈ D, n ∈ N.

For nonnegative powers of A we evidently have that

(2.10) (ϕ(λ), Anq)H = λn(ϕ(λ), f)H = 0, n ∈ N0.

Taking f = q in (2.9) we conclude that (2.10) takes place for n ∈ Z. But by conditions
of the theorem, the set {Anq, n ∈ Z} is total in D. Therefore, this is also true in the
double cyclic case ϕ(λ) = 0. �

We will use below in this article some conditions of selfadjointness, connected with the
notion of a quasianalytic vector. We will recall these results. So for a Hermitian operator
A defined on Dom(A) in H, the vector f ∈

⋂∞
n=1 Dom(An) is called quasianalytic [29, 30]

if
∞∑
n=1

1
n
√
‖Anf‖H

=∞.
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Theorem 3. A closed Hermitian operator A is selfadjoint on the Hilbert space H iff the
space H contains a total set of quasianalytic vectors.

Versions of this theorem are published in [29, 30], see also [4], Ch. 8, Section 5. For
the given form of it, see [6], Ch. 13, Section 9.

3. The strong Hamburger moment problem

A solution of the strong Hamburger moment problem is given in the next theorem.

Theorem 4. A given sequence of real numbers s = (sn)∞n=−∞ =: (sn), n ∈ Z, sn ∈ R
admits the representation

(3.1) sn =
∫
R

λn dρ(λ), n ∈ Z,

with some Borel measure dρ(λ) iff it is positive definite, i.e.,

(3.2)
∑
j,k∈Z

sj+kfj f̄k ≥ 0

for every finite sequences of complex numbers (fj), j ∈ Z, fj ∈ C.
The measure in representation (3.1) is unique if

(3.3)
∞∑
n=1

1
2n
√
s2n

=∞.

Proof. Necessity of the condition (3.2) is obvious. Indeed, if the sequence s has repre-
sentation (3.1), then for an arbitrary finite sequence f = (fk)k∈Z, fk ∈ C, we have

(3.4)
∑
j,k∈Z

sj+kfj f̄k =
∫
R

∣∣∣∣∑
n∈Z

fnλ
n

∣∣∣∣2dρ(λ) ≥ 0.

Denote by l the linear space C∞ of sequences f = (fj), j ∈ Z, fj ∈ C, and by lfin

its linear subspace consisting of finite sequences f = (fj), j ∈ Z, i.e., sequences such
that fj 6= 0 for only a finite number of j. Let δm, m ∈ Z, be the δ-sequence, i.e.,
δm = (0, . . . , 0, 1, 0, 0

m place
, . . .). Then each f ∈ lfin has the representation f =

∑
m∈Z fmδm.

Let us consider a linear operator J ,

(3.5) (Jf)j = fj−1, j ∈ Z; Dom(J) = lfin.

The operator J is a “creation” type operator. For the δ-sequence we get

(3.6) Jδm = δm+1, m ∈ Z.

The operator J is Hermitian with respect to the (quasi)scalar product consistent with
(3.4),

(3.7) (f, g)S =
∑
j,k∈Z

sj+kfj ḡk, f, g ∈ lfin.

Indeed
(Jf, g)S =

∑
j,k∈Z

sj+k(Jf)j ḡk =
∑
j,k∈Z

sj+kfj−1ḡk

=
∑
j,k∈Z

sj+k+1fj ḡk =
∑
j,k∈Z

sj+kfj ḡk−1

=
∑
j,k∈Z

sj+kfj(Jg)k = (f, Jg)S .
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In the next step we use Theorem 2. For simplicity, we suppose that the given sequence
s = (sn), n ∈ Z, is nondegenerate, i.e., if (f, f)S = 0 for f ∈ lfin, then f = 0. The
investigation in general case is more complicated, we will return to it at the end of this
proof. So, (3.4) now defines some scalar product on lfin. Let S be a Hilbert space
constructed as the completion w.r.t. (3.4).

Consider the operator J (3.5). It is Hermitian and defined on the domain Dom(J) =
lfin dense in S. Moreover it is real in S w.r.t. to usual passage from f = (fj), j ∈ Z,
to f̄ = (f̄j), j ∈ Z. Therefore it has equal deficiency numbers and can be extended to a
selfadjoint operator in S.

We take and fix such an extension A. We will apply the general results of Section 2
to this operator A. But at first it is necessary to construct some rigging of the space S.

So, we will consider the following rigging:

(3.8) (l2(p))−,S ⊃ S ⊃ l2(p) ⊃ lfin,

where l2(p) is a weighted l2-type space (l2 space on Z) with a weight p = (pn), n ∈ Z,
pn ≥ 1. The norm in l2(p) is given by ‖f‖2l2(p) =

∑
n∈Z |fn|2pn; (l2(p))−,S = H− is the

negative space with respect to the positive space l2(p) = H+ and the zero space S = H.
The space lfin = D is provided with the coordinate-wise uniform finite convergence.

Lemma 1. There exists a sufficiently fast increasing sequence p such that the embedding
l2(p) ↪→ S takes place and is quasinuclear.

Proof. The inequality (3.2) means that the matrix (Kj,k), j, k ∈ Z, where Kj,k = sj+k,
is nonnegative definite and, therefore,

(3.9) |sj+k|2 = |Kj,k|2 ≤ Kj,jKk,k = s2js2k, j, k ∈ Z.

Let the weight q = (qj), j ∈ Z, qj ≥ 1, be such that
∑
j∈Z s2jq

−1
j <∞. Then from (3.7)

and (3.9) it follows that

‖f‖2S =
∑
j,k∈Z

sj+kfj f̄k ≤
( ∑
j,k∈Z

s2j

qj

)2
‖f‖2l2(q), f ∈ lfin.

Therefore, l2(q) ↪→ S topological. And if
∑
j∈Z qjp

−1
j < ∞, then l2(p) ↪→ l2(q) is

quasinuclear. The composition l2(p) ↪→ S of the quasinuclear and topological embedding
is also a quasinuclear one. �

In the next step we use the rigging (3.8) to construct generalized eigenvectors. The in-
ner structure of the space (l2(p))−,S is complicated, because of the complicated structure
of S. This is a reason to introduce a new auxiliary rigging.

(3.10) l = (lfin)′ ⊃ (l2(p−1)) ⊃ l2 ⊃ l2(p) ⊃ lfin,

where l2(p−1), p−1 = (p−1
n ), n ∈ Z, is a negative space with respect to the positive space

l2(p) and the zero space l2. Chains (3.8) and (3.10) have the same positive space l2(p).
The next general Lemma [8] establishes that the space (l2(p))−,S is isometric to the space
l2(p−1).

Lemma 2. Suppose we have two riggings,

(3.11) H− ⊃ H ⊃ H+, F− ⊃ F ⊃ F+ = H+,

with the equal positive spaces. Then there exists a unitary operator U : H− → F−,
UH− = F−, such that

(3.12) (Uξ, f)F = (ξ, f)H, ξ ∈ H−, f ∈ H+ = F+.

This operator can be given as follows: U = I−1
F IH, where IF and IH are standard

unitary maps in corresponding chains (IFF− = F+, IHH− = H+).
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Proof. It is very simple. Namely, the standard operators IH: H− 7−→ H+, IF : F− 7−→
F+ are unitary operators between the indicated spaces. For these operators we have:
∀α ∈ H−, f ∈ H+

(α, f)H = (IHα, f)H+ = (α, I−1
H f)H− , (IHα, β)H = (α, IHβ)H

and analogous equalities for the second rigging in (3.11). Using these equalities we get

(Uξ, f)F = (I−1
F IHξ, f)F = (IHξ, f)F+

= (IHξ, f)H+ = (ξ, f)H, ξ ∈ H−, f ∈ H+ = F+.

�

Let us return to the operator A. It is some selfadjoint extension of J on the space
S. It is easy to understand that the operator A is standardly connected with the rigging
(3.8) but, instead of riggings (3.8), we use (3.10) and Lemma 2.

Let ϕ(λ) ∈ (l2(p))−,S be a generalized eigenvector of the operator A in terms of the
chain (3.8). So, in this case due to Theorem 2 and (2.4), we have

(3.13) (ϕ(λ), Af)S = λ(ϕ(λ), f)S , λ ∈ R, f ∈ lfin.

Denote P (λ) = Uϕ(λ) ∈ l2(p−1), P (λ) = (Pn(λ)), n ∈ Z; ∀n ∈ Z Pn(λ) ∈ R (here we
apply Lemma 2 with H− = (l2(p))−,S and F− = l2(p−1)). Using (3.12) we can rewrite
(3.13) in the form

(3.14) (P (λ), Af)l2 = λ(P (λ), f)l2 , λ ∈ R, f ∈ lfin.

The corresponding Fourier transform (2.5) has the form

(3.15) S ⊃ lfin 3 f → (Ff)(λ) = f̂(λ) = (f, P (λ))l2 ∈ L2(R, dσ(λ)).

Let us calculate P (λ). The operator A is a selfadjoint extension of the operator J on
S with Dom(J) = lfin and acting on lfin by the formula (3.5) and therefore (3.14) gives
∀f ∈ lfin

(3.16)

∑
n∈Z

λPn(λ)f̄n = λ(P (λ), f)l2 = (P (λ), Af)l2

= (P (λ), Jf)l2 = (J+P (λ), f)l2 =
∑
n∈Z

Pn+1(λ)f̄n.

Hence we have

(3.17) λPn(λ) = Pn+1(λ), n ∈ Z.

Without loss of generality, we can take P0(λ) = 1, λ ∈ R. Then equalities (3.17) give

(3.18) Pn(λ) = λn, n ∈ Z.

Thus the Fourier transform (3.15) finally has the form

(3.19) S ⊃ lfin 3 f → (Ff)(λ) = f̂(λ) =
∑
n∈Z

fnλ
n ∈ L2(R, dσ(λ)),

and the Parseval equality (2.5) is as follows:

(3.20) (f, g)S =
∫
R

f̂(λ)ĝ(λ) dσ(λ), f, g ∈ lfin.

To construct the Fourier transform (3.15) and to verify formulas (3.16)–(3.20) it is
necessary to note that for our operator A the algebraically inverse operator A−1 on lfin

exists and the vector q = δ0 ∈ lfin has the property Anq = Jnδ0 = δn ∈ D, n ∈ Z. This
set is total in lfin and Theorem 2 is applicable.
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Parseval equality (3.20) immediately leads to representation (3.1). According to (3.18)
and (3.19), δ̂n = λn and δ̂0 = 1, and by (3.7), we get

sn = (δn, δ0)S = (δ̂n, δ̂0)L2(R,dσ(λ)) =
∫
R

λn dσ(λ), n ∈ Z,

i.e., (3.1) holds true with the measure dρ(λ) = dσ(λ).
If the operator J (3.5) is essentially selfadjoint on S we can take A to be the closure

of J . In this case the measure dρ(λ) in representation (3.1) is unique.
So, to the finish the proof of our theorem it is only sufficient to prove that the condition

(3.3) provides essential selfadjointness of J on the space S.
We will use the Theorem 3. Therefore it is necessary to prove that the operator J has

a total set Q from the space S of quasianalytic vectors. (Note, that this fact is easily
proved directly using the inequality (3.9)).

We put Q = {δp, p ∈ Z}. This set is total in S,— its linear envelope equals to lfin.
Let us prove that every such vector δp is quasianalytic. According to (3.5)–(3.7) we can
write ‖Jnδp‖2S = ‖δp+n‖2S = s2p+2n, n ∈ N, p ∈ Z. We have

(3.21)
∞∑
n=1

1
n
√
‖Jnδp‖

=
∞∑
n=1

1
2n
√
s2p+2n

,

But since ([15], page 106 and also [25]), the series
∞∑
n=1

1
2n√s2p+2n

and
∞∑
n=1

1
2n√s2n are either

convergent or divergent simultaneously, so equality (3.21) and condition (3.3) give that
the vector δp is quasianalytic.

We have proved our theorem in the main nondegenerate case.
Consider the situation when the quadratic form is degenerate, i.e., there exists a finite

nonzero f = (fj), j ∈ Z, such that

(3.22)
∑
j,k∈Z

sj+kfj f̄k = 0.

In this case expression (3.7) gives a quasiscalar product and for construction of the space
S it is necessary to take the factor space of lfin by all such f and after this to construct
the completion. The operator J is Hermitian w.r.t. the quasiscalar product, therefore it
is correctly defined on our S and is Hermitian w.r.t. the introduced scalar product. After
this it is necessary to repeat the given above scheme of the proof. A detailed account of
the corresponding constructions connected with rigging (2.1) (standard connection etc.)
is given in [5], Ch. 7, Section 5. �

Remark 1. If the strong moment problem is degenerate, then the measure dρ(λ) from
(3.1) is defined uniquely and concentrated on a finite number of points on R. In fact,
let condition (3.22) be fulfilled and for sn representation (3.1) holds true. Substituting
(3.1) into (3.22) we see that for the nonnegative Laurent polynomial F (λ) =

∣∣ ∑
j∈Z

λjfj
∣∣2,

where the sequence f = (fj), j ∈ Z, is finite, we have
∫
R
F (λ) dρ(λ) = 0. But such a

situation is possible only if the measure dρ(λ) is supported by a finite set of zeros of
F (λ). The operator J now is, of course, essentially selfadjoint.

Remark 2. It is necessary to explain why the measure dρ(λ) in (3.1), for given sn, n ∈ Z,
is defined uniquely only in case of essential selfadjointness of the operator J . For this it is
necessary to note that this operator can be represented as a block Jacobi-Laurent matrix
on the space l2 of type l2 (see Section 7). Elements of this matrix are calculated by only
using sn, n ∈ Z. The measure dρ(λ) is always a spectral measure of the corresponding
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operator on l2, therefore this measure is unique iff this operator (i.e. J) is essential
seladjoint on l2.

Note, that in this article we consider only “orthogonal” measure dρ(λ) in (3.1), i.e., a
measure constructed by means by a selfadjoint extension of the operator J on the space
S.

The following 3 sections will be devoted to an exposition of a spectral theory for block
Jacobi-Laurent matrices connected with the strong moment problem.

4. The orthogonalization procedure and the construction of a
three-diagonal block matrix connected with the strong moment

problem

We at first propose some orthogonalization procedure and construction of a three-
diagonal block matrix of the selfadjoint operator related to the corresponding strong
Hamburger moment problem.

Instead of the usual space l2 of sequences f = (fn)∞n=0, fn ∈ C, on which the ordinary
Jacobi matrix acts, we will use the “double” space l2 which, by definition, is

(4.1) l2 = H0 ⊕H1 ⊕H2⊕, · · · , H0 = C1, H1 = H2 = · · ·C2.

Our three-diagonal matrices act in the space in (4.1). Of course, this space is equal
to the space l2 but on the Z, i.e., the space of sequences f = (fn)∞n=−∞, fn ∈ C1. But
its representation of the form (4.1) is more convenient for us.

Let dρ(λ) be a Borel measure on R with bounded support and L2 = L2(R, dρ(λ)) the
space of complex square integrable functions defined on R. We suppose that the Borel
measure dρ(λ) is such that all the functions R 3 λ 7−→ λm, m ∈ Z− := {· · · ,−2,−1},
belong to L2, and all the functions λm, m ∈ Z, are linearly independent.

In order to find an analog of the usual Jacobi matrix J we need to choose an order
for the orthogonalization in L2 applied to the family of the linear independent functions

(4.2) R 3 λ −→ λm, m ∈ Z.
We use the following order for the orthogonalization via the Gram-Schmidt procedure

(such an order is same as in [19], compare also with corresponding pictures from [11, 12]):

(4.3) λ0; λ−1, λ1; λ−2, λ2; . . . ; λ−n, λn; . . .

Applying the Gram-Schmidt orthogonalization procedure to (4.3) with real coefficients
(see, for example, [6], Ch. 7) we obtain an orthonormal polynomial system in the space
L2 (w.r.t. λ and λ−1, the so-called Laurent polynomials) indexed in the following way:

(4.4) P0;0(λ); P1;0(λ), P1;1(λ); P2;0(λ), P2;1(λ); . . . ; Pn;0(λ), Pn;1(λ); . . .

where each polynomial has the form Pn;α(λ) = kn;αλ
(−1)α+1n + · · · , n ∈ N, α = 0, 1,

kn;α > 0; here + · · · denotes the previous part of the corresponding polynomial; P0(λ) =
P0;0(λ) = 1. In such a way, Pn;α is some linear combination of

(4.5)
{1; λ−1, λ1; λ−2, λ2; . . . ; λ−(n−1), λ(n−1); . . . ;λ−n} for α = 0,

{1; λ−1, λ1; λ−2, λ2; . . . ; λ−(n−1), λ(n−1); . . . ;λ−n, λn} for α = 1.

Since the family (4.2) is total in the space L2 even for m ∈ N0, the sequence (4.4) is
an orthonormal basis in this space.

Denote by Pn;α the real subspace spanned by the elements Pn;α, ∀n ∈ N, α = 0, 1,
from (4.5). It is clear that ∀n ∈ N we have
(4.6)

P0;0 ⊂ P1;0 ⊂ P1;1 ⊂ P2;0 ⊂ P2;1 ⊂ · · · ⊂ Pn;0 ⊂ Pn;1 ⊂ · · · ,
Pn;α = {P0;0(λ)} ⊕ {P1;0(λ)} ⊕ {P1;1(λ)} ⊕ {P2;0(λ)} ⊕ {P2;1(λ)} ⊕ · · · ⊕ {Pn;α(λ)},
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where {Pm;α(λ)}, m ∈ N, α = 0, 1, denotes one dimensional real space spanned by
Pm;α(λ); P0;0 = R.

As was mentioned above, for the next investigation we need, instead of the space l2,
the complex Hilbert space (4.1). Each vector f ∈ l2 has the form f = (fn)∞n=0, fn ∈ Hn,
and consequently ∀f, g ∈ l2

‖f‖2l2 =
∞∑
n=0

‖fn‖2Hn <∞, (f, g)l2 =
∞∑
n=0

(fn, gn)Hn .

For n = 0, the vector f0 ∈ H0 has, in the standard orthonormal basis {e0;0} of the
space C1, a representation f0;0, hence f0 = (f0;0). For n ∈ N coordinates of the vector
fn ∈ Hn, in corresponding orthonormal basis {en;0, en;1} in the space C2, are denoted
by (fn;0, fn;1) and, hence, we have fn = (fn;0, fn;1). By the way, it is clear that the space
l2 is isometric to some subspace in l2 ⊕ l2.

Using the orthonormal system (4.4) one can define a mapping of l2 into L2. We put
∀n ∈ N0 and ∀λ ∈ R, Pn(λ) = (Pn;0, Pn;1(λ)) ∈ Hn. Then

(4.7) l2 3 f = (fn)∞n=0 7−→ (If)(λ) := f̂(λ) =
∞∑
n=0

(fn, Pn(λ))Hn ∈ L2.

Since for n ∈ N0 we get

(fn, Pn(λ))Hn = fn;0Pn;0(λ) + fn;1Pn;1(λ)

and
‖f‖2l2 = ‖(f0;0, f1;0, f1;1, f2;0, f2;1, . . . , fn;0, fn;1, . . .)‖2l2 ,

we see that (4.7) is a mapping of the space l2 into L2, and the use of the orthonormal
system (4.4) shows that this mapping is isometric. The image of l2 under the mapping
(4.7) coincides with the space L2 because, due to our assumption, system (4.4) is an
orthonormal basis in L2 (Laurent polynomial basis). Therefore the mapping (4.7) is a
unitary transformation I that acts from l2 onto L2.

Let A be an arbitrary linear operator defined on Dom(A) = lfin ⊂ l2, where lfin

denotes the set of finite vectors from l2. It is possible to construct a corresponding
operator matrix (aj,k)∞j,k=0, where for each j, k ∈ N0 the element aj,k is an operator from
Hk into Hj , so that ∀f, g ∈ Dom(A) = lfin ⊂ l2 we have

(4.8) (Af)j =
∞∑
k=0

aj,kfk, j ∈ N0, (Af, g)l2 =
∞∑

j,k=0

(aj,kfk, gj)Hj .

To prove of (4.8) we only need to write the usual matrix of the operator A in the space
l2 using the basis

(4.9) (e0;0; e1;0, e1;1; e2;0, e2;1; . . . ; en;0, en;1, . . .), e0;0 = 1.

Then aj,k, for each j, k ∈ N0, is an operatorHk −→ Hj that has the matrix representation

(4.10) aj,k;α,β = (Aek;β , ej;α)l2 ,

where α = 0, 1 and β = 0, 1. We will write: aj,k = (aj,k;α,β)1,1
α,β=0, j, k ∈ N (including

cases: a0,1 = (a0,1;α,β)0,1
α,β=0, a1,0 = (a1,0;α,β)1,0

α,β=0 and a0,0 = (a0,0;α,β)0,0
α,β=0 = a0,0;0,0).

Note that the first formula from (4.8) takes place for f ∈ lfin; in the second formula
f ∈ lfin, g ∈ l2.

Let us consider the image Â = IAI−1 : L2 −→ L2 of the above operator A : l2 −→ l2
under the mapping I (4.7). Its matrix in the basis (4.4),

(P0;0(λ); P1;0(λ), P1;1(λ); P2;0(λ), P2,1(λ); . . . ; Pn;0(λ), Pn;1(λ); . . .),
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is equal to the usual matrix of the operator A understanding as an operator: l2 −→ l2
in the corresponding basis (4.9). Using (4.10) and the above mentioned procedure, we
get the operator matrix (aj,k)∞j,k=0 of A : l2 −→ l2. By definition, this matrix is also the
operator matrix of Â : L2 −→ L2. It is clear that we can take an arbitrary essentially
selfadjoint operator on L2 to be the operator Â.

Return now to the objects connected with our measure dρ(λ) and sequences (4.3),
(4.4).

Lemma 3. For the polynomials Pn;α(λ) (4.4) and the subspaces Pm,β (4.6), the following
relations hold:

(4.11)

λP0;0(λ) = λ ∈ P1;1,

λPn;0(λ) ∈ Pn;1,

λPn;1(λ) ∈ Pn+1;1, n ∈ N.

Proof. According to (4.4), the polynomial Pn;α(λ), n ∈ N, is equal to some linear combi-
nation of {1; λ−1, λ1; . . . ; λ−(n−1), λn−1, λ(−1)α+1n}. Hence, multiplying by λ we obtain
a linear combination of {λ; 1, λ2; λ−1, λ3; . . . ; λ−(n−2), λn, λ(−1)α+1n+1} } and such a
linear combination belongs to Pn;1 for α = 0 and to Pn+1;1 for α = 1. The first inclusion
in (4.11) is trivial. �

Lemma 4. Let Â be the operator (bounded and selfadjoint) of multiplication by λ in the
space L2,

L2 3 ϕ(λ) 7−→ (Âϕ)(λ) = λϕ(λ) ∈ L2.

The operator real matrix (aj,k)∞j,k=0 of Â (i.e. of A = I−1ÂI) has a three-diagonal
structure: aj,k = 0 for |j − k| > 1.

Proof. Using (4.10) for en;γ = I−1Pn;γ(λ), n ∈ N0; γ = 0, 1, we have ∀j, k ∈ N0

(4.12) aj,k;α,β = (Aek;β , ej;α)l2 =
∫
R

λPk;β(λ)Pj;α(λ) dρ(λ),

where α, β = 0, 1. From (4.11), λPk;α ∈ Pk+1;α. According to (4.6), the integral in (4.12)
is equal to zero for j > k + 1 and for each α = 0, 1.

On the other hand, in integral (4.12) we can multiply by λ the polynomial Pj;α(λ).
Therefore as earlier we conclude that this integral is equal to zero for k > j + 1 and for
each β = 0, 1.

As a result the integral in (4.12), i.e., the coefficients aj,k;α,β , j, k ∈ N0, are equal to
zero for |j − k| > 1; α, β = 0, 1. (In the previous considerations it was necessary to take
into account that e0;0 = I−1P0;0(λ) = 1). �

In such a way the matrix (aj,k)∞j,k=0 of our operator Â of multiplication has a three-
diagonal block structure

(4.13)


a0,0 a0,1 0 0 0 . . .
a1,0 a1,1 a1,2 0 0 . . .

0 a2,1 a2,2 a2,3 0 . . .
0 0 a3,2 a3,3 a3,4 . . .
...

...
...

...
...

. . .

 .
From (4.12) we conclude that the following symmetry takes place:

(4.14) aj,k;α,β = ak,j;β,α, j, k ∈ N0, α, β = 0, 1.

A more careful analysis of expressions (4.12) allows to find which of the elements of
the matrices (aj,k;α,β)1,1

α,β=0 are zero and which are not in the general case for |j−k| ≤ 1.
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We can also describe properties of the matrix with respect to permutation of the indexes
j, k, and α, β.

Lemma 5. Let (aj,k)∞j,k=0 be the operator matrix (4.13) for our operator of multiplication
by λ in L2. Now aj,k : Hk −→ Hj; aj,k = (aj,k;α,β)1,1

α,β=0 are matrices of the operators
aj,k in the corresponding standard orthonormal basis. Then ∀j ∈ N

(4.15)
aj,j+1;0,0 = aj,j+1;0,1 = 0,
aj+1,j;0,0 = aj+1,j;1,0 = 0.

If we choose another order inside each pair {λ−m, λm}, from (4.5) then Lemma 5 is
not true but it will also be possible to describe zeros of the matrices (aj,k;α,β)1,1

α,β=0. Such
matrices (aj,k)∞j,k=0 have also a three-diagonal block structure and have zeros but in other
places.

Proof. According to (4.12) we have, for j ∈ N,

(4.16)

aj,j+1;0,0 =
∫
R

λPj+1;0(λ)Pj;0(λ) dρ(λ),

aj,j+1;0,1 =
∫
R

λPj+1;1(λ)Pj;0(λ) dρ(λ).

In the first integral in (4.16), according to (4.11), λPj;0(λ) ∈ Pj;1 but Pj+1;0(λ) is
orthogonal to the last set (see (4.6)). Therefore this integral is equal to zero. Analogously,
the second integral in (4.16) also equals zero: it is necessary to use orthogonality of
Pj+1;1(λ) to Pj;1.

So, the first two equalities in (4.15) are fulfilled. The second equalities are fulfilled
according to (4.14). �

The above shows that the (2)× (2)-matrices in (4.13), aj,j+1 and aj+1,j , j ∈ N, have
the first rows and columns, respectively, equal to zero. Taking into account (4.13) we can
conclude that the selfadjoint matrix of the multiplication operator by λ is a five-diagonal
usual scalar matrix, i.e., in the usual basis of some subspace of l2 ⊕ l2.

Lemma 6. The following elements of the matrix (aj,k)∞j,k=0 (4.13) are positive:

(4.17)
a0,1;0,1, a1,0;1,0,

aj,j+1;1,1, aj+1,j;1,1, j ∈ N.

Proof. The symmetry (4.14) shows that it is sufficient to show positivity of the second and
the forth elements in (4.17). We start with a1,0;1,0. Denote by P ′1;1(λ) the non normalized
vector P1;1(λ), (obtained from the Gram-Schmidt orthogonalization procedure but not
normalized). According to (4.3) and (4.4) we have

P ′1;1(λ) = λ− (λ, P1;0(λ))L2P1;0(λ)− (λ, 1)L2 .

Therefore using (4.12) we get

(4.18)

a1,0;1,0 =
∫
R

λP1;1(λ) dρ(λ) = ‖P ′1;1(λ)‖−1
L2

∫
R

λP ′1;1(λ) dρ(λ)

= ‖P ′1;1(λ)‖−1
L2

∫
R

λ(λ− (λ, P1;0(λ))L2P1;0(λ)− (λ, 1)L2) dρ(λ)

= ‖P ′1;1(λ)‖−1
L2 (‖λ‖2L2 − |(λ, P1;0(λ))L2 |2 − |(λ, 1)L2 |2).
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The positiveness of the expression (4.18) follows from the Parseval equality for the
decomposition of the function λ ∈ L2 with respect to the orthonormal basis (4.4) in the
space L2. Namely,

|(λ, 1)L2 |2 + |(λ, P1;0(λ))L2 |2 + |(λ, P1;1(λ))L2 |2 + · · · = ‖λ‖2L2 (1 = P0;0(λ)).

Let us now pass to the proof of positivity of aj+1,j;1,1, where j ∈ N.
From (4.12) we have

(4.19) aj+1,j;1,1 =
∫
R

λPj;1(λ)Pj+1;1(λ) dρ(λ).

According to (4.4) and (4.6),

(4.20) Pj;1(λ) = kj;1λ
j +Rj;0(λ),

where Rj;0(λ) is some polynomial from Pj;0 and kj;1 > 0. Multiply expression (4.20) by
λ we get

(4.21) λPj;1(λ) = kj;1λ
j+1 + λRj;0(λ), λRj;0(λ) ∈ Pj;1

(now it is necessary to use the second inclusion from (4.11) and (4.6)).
Analogously to (4.20) we have

(4.22) Pj+1;1(λ) = kj+1;1λ
j+1 +Rj+1;0(λ), Rj+1;0(λ) ∈ Pj+1;0, kj+1;1 > 0.

Find λj+1 from (4.22) and substitute it into (4.21). We get

(4.23)
λPj;1(λ) =

kj;1
kj+1;1

(Pj+1;1(λ)−Rj+1;0(λ)) + λRj;0(λ)

=
kj;1
kj+1;1

Pj+1;1(λ)− kj;1
kj+1;1

Rj+1;0(λ) + λRj;0(λ).

The second two terms in (4.23) belong to Pj+1;0 and Pj;1 respectively and are in any
cases orthogonal to Pj+1;1(λ). Therefore the substitution of the expression (4.23) into
(4.19) gives aj,j+1;1,1 = kj;1

kj+1;1
> 0. �

In what follows we will use the usual, well known notations for elements aj,k of the
Jacobi matrix (4.13):

(4.24)
an = an+1,n : Hn −→ Hn+1,
bn = an,n : Hn −→ Hn,
cn = an,n+1 : Hn+1 −→ Hn, n ∈ N0.

All previous investigation are summarized in the following theorem.

Theorem 5. The bounded selfadjoint operator Â of multiplication by λ in the space L2 in
the orthonormal basis (4.4) of polynomials has the form of a three-diagonal block Jacobi
type symmetric matrix J = (aj,k)∞j,k=0 that acts on the space (4.1),

(4.25) l2 = H0 ⊕H1 ⊕H2⊕, · · · , H0 = C1, Hn = C2, n ∈ N.
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In notation (4.24), this matrix has the form

(4.26) J =



∗b0 ∗ c0 + . . .
∗ ∗ ∗ 0 0
a0 b1 c1 0 . . .
+ ∗ ∗ ∗ +

0 ∗ ∗ ∗ 0 0
a1 b2 c2 . . .

0 + ∗ ∗ ∗ +
0 ∗ ∗ ∗ 0 0

0 a2 b3 c3 . . .
0 + ∗ ∗ ∗ +

...
...

...
...

...
. . .



.

In (4.26) b0 = b0;0,0 is a 1 × 1-matrix, i.e., a scalar; bn is a 2 × 2-matrix, bn =
(bn;α,β)1,1

α,β=0, ∀n ∈ N; a0 is a 1 × 2-matrix, a0 = (a0;α,β)1,0
α,β=0; an is a 2 × 2-matrix,

an = (an;α,β)1,1
α,β=0 ∀n ∈ N; c0 is a 2× 1-matrix, c0 = (c0;α,β)0,1

α,β=0; cn is a 2× 2-matrix,
cn = (cn;α,β)1,1

α,β=0 ∀n ∈ N. In these matrices an and cn some elements are always equal
to zero,

(4.27) an;0,0 = an;1,0 = 0, cn;0,0 = cn;0,1 = 0, ∀n ∈ N.

Some other their elements are positive, namely,

(4.28)
a0;1,0, c0;0,1 > 0,
an;1,1, cn;1,1 > 0, n ∈ N.

Thus, it is possible to say, that ∀n ∈ N every left column the matrices an (starting
with n = 1) and every top row of the matrices cn (starting from the n = 1) consist of
zero elements. All positive elements in (4.26) are denoted by +.

So, the matrix (4.26), in the scalar form, is five-diagonal of the indicated structure.
It is symmetric in basis (4.4), bn;α,β = bn;β,α, cn;α,β = an;β,α, n ∈ N0, α, β = 0, 1.

For the considered operator A = I−1ÂI, we have ∀f, g ∈ Dom(A) = lfin ⊂ l2

(4.29) (Af)n = (Jf)n = an−1fn−1 + bnfn + cnfn+1, n ∈ N0, f−1 := 0.

We want to make simple enough but essential remarks concerning the operator A gen-
erated in (4.25) by the matrix J (4.26) in the case where such an operator is unbounded
and corresponding inverse operator A−1 exists.

Remark 3. Assume that the measure dρ(λ) discussed in the beginning of Section 4 has
an arbitrary support in R and all the functions

(4.30) R 3 λ 7−→ λm, m ∈ Z

belong to L2(R, dρ(λ)) = L2 and are linearly independent. In this case we can repeat all
constructions (4.3)–(4.29), but now the operator A defined on the set lfin in the space l2
is only Hermitian and symmetric (see (4.14)) and therefore has equal deficiency numbers.
Moreover in what follows we will assume that the set of functions (4.30) is total in L2.

Remark 4. Consider the one-to-one mapping between R \ {0} and R

(4.31) R0 := R \ {0} 3 λ 7−→ µ = λ−1 =: ϕ(λ) ∈ R.

We will assume that our given measure dρ(λ) on R is such that the point 0 does not
belong to its support, 0 6∈ supp(dρ(λ)). In such a case, the mapping (4.31) takes this
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measure into the Borel measure dσ(µ) on R (i.e. ∀α ∈ B(R), σ(α) = ρ(ϕ−1(α))). For
an arbitrary function R0 3 λ 7−→ F (λ) ∈ C, we have

(4.32)
∫
R

F (µ−1) dσ(µ) =
∫
R

F (λ) dρ(λ); F (µ−1) =: (IϕF )(µ).

Introduce the Hilbert space of complex-valued functions of µ on R, L2(R, dσ(µ)) =
L2
ϕ. Then from (4.32) we conclude that this space is unitary equivalent to the space

L2(R, dρ(λ)) = L2 and the corresponding unitary operator Iϕ : L2 7−→ L2
ϕ is given by

the last expression in (4.32).
Let the operator A constructed on l2 according to (4.29) vie the matrix J be essentially

selfadjoint and invertible. Then its L2-image, i.e., the operator Â of multiplication
by λ defined at first on linear combinations of functions (4.30) is also invertible and
0 6∈ supp(dρ(λ)). This inverse operator Â−1, as an operator on l2, generates by the
algebraic inverse matrix J−1.

The mapping (4.31) shows that this matrix in the space l2, constructed as above but
using the measure dσ(µ), has also the form (4.26), but with another polynomials (4.4).
Of course, it is easy to calculate this matrix in the previous basis connected with dρ(λ),
i.e., the matrix J−1 which we denote now by K.

Let us stress that the construction (4.31), (4.32) gives a possibility to find interesting
examples of measures dρ(λ) for which the set (4.30) is total in L2(R, dρ(λ)).

It is very interesting and unexpected that this matrix J−1 = K inverse to the three-
diagonal matrix J is also three-diagonal. This result is a consequence of the method
the basis (4.4) constructed, these polynomial are linear combinations of λm and λ−n,
m,n ∈ N0.

We will accurately prove corresponding results since the form of the matrix K is
slightly different from J . At first, instead of Lemma 3, we have the following.

Lemma 7. For the polynomials Pn;α(λ), (4.4) and the subspaces Pm,β the following
relations hold:

(4.33)

λ−1P0;0(λ) = λ−1 ∈ P1;0,

λ−1Pn;0(λ) ∈ Pn+1;0,

λ−1Pn;1(λ) ∈ Pn+1;0, n ∈ N.

Proof. It is similar to the proof of Lemma 3 and follows from (4.5), (4.6) and (4.7). �

Denote by (pj,k)∞j,k=0, (pj,k;α,β)1,1
α,β=0,0 the operator matrix K of the operator of mul-

tiplication by λ−1 in the previous space L2(R, dρ(λ)) = L2; this matrix is constructed as
earlier (see (4.8), (4.9), (4.10)) using the basis (4.4).

We can restate now Lemma 4 for K. Using (4.33) we assert that the integrals

(4.34) pj,k;α,β =
∫
R

λ−1Pk;β(λ)Pj;α(λ) dρ(λ), j, k ∈ N0, α, β = 0, 1,

are equal to zero if |j − k| > 1. So, our matrix K is of type (4.13). Of course, K = J−1

is selfadjoint and symmetric: the equality (4.14) is fulfilled for pj,k.
Instead of Lemma 5 we have some other equalities.

Lemma 8. For the elements pj,k = (pj,k;α,β)1,1
α,β=0,0, of the matrix (pj,k)∞j,k=0 = K, we

have equalities

(4.35)

p0,1;0,1 = p1,0;1,0 = 0,
pj,j+1;0,1 = pj,j+1;1,1 = 0,
pj+1,j;1,0 = pj+1,j;1,1 = 0, j ∈ N.
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Proof. It is also similar to the proof of Lemma 5 but with a use of (4.33) instead of
(4.11). For example, we have, according to (4.34), that

(4.36) pj,j+1;0,1 =
∫
R

λ−1Pj+1,1(λ)Pj;0(λ) dρ(λ), j ∈ N0.

Using the second inclusion from (4.33) we get that λ−1Pj;0(λ) ∈ Pj+1;0, therefore this
function is orthogonal to Pj+1;1(λ) and integral (4.36) is equal to zero. Analogously,
using the third inclusion from (4.33) we get that pj,j+1;1,1 = 0. The rest of equalities in
(4.35) are valid thanks to symmetry of K. �

An analog of Lemma 6 is the following assertion.

Lemma 9. The following elements of the matrix (pj,k)∞j,k=0 are positive:

(4.37)
p0,1;0,0, p1,0;0,0,

pj,j+1;0,0, pj+1,j;0,0, j ∈ N.

Proof. As earlier, we start from p1,0;0,0. Denote by P ′1;0(λ) the non normalized vector
P1;0(λ), and we get P ′1;0(λ) = λ−1 − (λ−1, 1)L2 . Therefore, as in (4.18) with the help of
Parseval equality for λ−1,

p1,0;0,0 =
∫
R

λ−1P1;0(λ) dρ(λ) = ‖P ′1;0(λ)‖−1
L2

∫
R

λ−1(λ−1 − (λ−1, 1)L2) dρ(λ)

= ‖P ′1;0(λ)‖−1
L2 (‖λ−1‖2L2 − |(λ−1, 1)L2 |2) > 0.

As in (4.19), consider the forth element from (4.37). We have

(4.38) pj+1,j;0,0 =
∫
R

λ−1Pj;0(λ)Pj+1;0(λ) dρ(λ), j ∈ N.

According to (4.4) and (4.6) we have

(4.39) Pj;0(λ) = kj;0λ
−j +Rj−1;1(λ),

where Rj−1;1(λ) is some polynomial from Pj−1;1, kj;0 > 0. Multiply (4.39) by λ−1 and
get

(4.40) λ−1Pj;0(λ) = kj;0λ
−(j+1) + λ−1Rj−1;1(λ), λ−1Rj−1;1(λ) ∈ Pj−1;0.

Analogously to (4.39) we have

(4.41) Pj+1;0(λ) = kj+1;0λ
−(j+1) +Rj;1(λ), Rj;1(λ) ∈ Pj;1; kj+1;0 > 0.

Find λ−(j+1) from (4.41) and substitute it into (4.40),

(4.42)
λ−1Pj;0(λ) =

kj;0
kj+1;0

(Pj+1;0(λ)−Rj;1(λ)) + λ−1Rj−1;1(λ)

=
kj;0
kj+1;0

Pj+1;0(λ)− kj;0
kj+1;0

Rj;1(λ) + λ−1Rj−1;1(λ).

In this expression, the second two terms belong to Pj;1 and Pj−1;0, respectively, and are
orthogonal to Pj+1;0(λ). After substitution of (4.42) into (4.38) we get pj+1,j;0,0 > 0.

Positivity of the rest of elements from (4.37) follows from symmetry of K. �

The results of the last considerations give the following theorem.
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Theorem 6. Let the measure dρ(λ) be such that the operator of multiplication Â by λ−1

is selfadjoint and invertible in L2. Then the bounded operator inverse to Â is generated
in the space l2 (4.25) by the three-diagonal block Jacobi type symmetric matrix J−1 = K
of the form analogous to (4.26),

K = (pj,k)∞j,k=0, pn := pn+1,n, qn := pn,n, rn := pn,n+1, n ∈ N0;

(4.43) J−1 = K =



∗q0 + r0 0 . . .
+ ∗ ∗ + 0
p0 q1 r1 0 . . .
0 ∗ ∗ ∗ 0

+ ∗ ∗ ∗ + 0
p1 q2 r2 . . .

0 0 ∗ ∗ ∗ 0
+ ∗ ∗ ∗ + 0

0 p2 q3 r3 . . .
0 0 ∗ ∗ ∗ 0

...
...

...
...

...
. . .



.

So, we have

(4.44)
p0;1,0 = r0;0,1 = 0, pn;1,0 = pn;1,1 = rn;0,1 = rn;1,1 = 0, n ∈ N,

pn;0,0, rn;0,0 > 0, n ∈ N0;

(4.45)
(J−1f)n = (Kf)n = pn−1fn−1 + qnfn + rnfn+1,

n ∈ N0, f−1 := 0, f ∈ l2.

We will consider now some simple but essential for us generalization of last results.
Namely, we will assume that the operator Â of multiplication by λ is selfadjoint in

L2, but bounded Â−1, possibly, does not exist. Recall that all functions R 3 λ 7−→ λm,
m ∈ Z−, belong to L2 (according to Remark 3).

Therefore the operator in L2 of multiplication by λ−1 exists and is defined on those
functions F from L2 for which λ−1F (λ) ∈ L2. The set of such functions is linear and, of
course, dense in L2. This operator is (algebraically) inverse to Â, we denote it also by
Â−1. So, we can formulate the following assertion. Consider the general situation when
all the functions (4.30) belong to L2 and the corresponding operator Â of multiplication
by λ is selfadjoint. Then Â has an algebraically inverse operator Â−1 with domain
Dom(Â−1) ⊃ Ran(Â) dense in L2,

(4.46)
(Â−1Â)F = λ−1(λF (λ)) = F (λ), F ∈ Dom(Â),

Dom(Â−1) = {G ∈ L2 | λ−1G(λ) ∈ L2}.

Theorem 7. Introduce, into L2, the Laurent polynomials basis (4.4) and transfer this
space into l2. The operator above Â−1 can be rewritten as an operator on l2 generated
by the matrix K (4.43) on the set lfin. This matrix has properties (4.44) and acts, of
course, by rule (4.45).

We will call it the algebraically inverse matrix J−1 = K to J , J−1Jf = f = JJ−1f ,
f ∈ lfin.

Proof. At first we note that every Laurent polynomial belongs to Dom(Â−1). Indeed
such a polynomial is a linear combination of a finite number of functions λm, m ∈ Z.
But according to the definition of Dom(Â−1) (4.46) ∀m ∈ Z, λm ∈ Dom(Â−1) since
λ−1λm ∈ L2.
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Therefore we can construct the matrix K of type (4.10) for the operator Â−1 using
polynomials (4.4). This matrix has the structure (4.43) with properties (4.44) since we
can repeat for this matrix Lemmas 4, 8, 9,— all integrals of type (4.34) now exist. The
last equality in the formulation of the theorem follows from (4.46) and, for example, from
the remarks made about (4.31). �

5. The direct and inverse spectral problems related to a three-diagonal
block Jacobi-Laurent matrix

In this Section we will consider, on the space l2 (4.1), (4.25), the operator J generated
by the matrix J (4.26) with the conditions (4.27), (4.28) on its elements, noted in the
Theorem 5. Moreover, we will demand that algebraically inverse matrix J−1 exist and
satisfy the conditions of Theorem 6.

At first we recall some general facts concerning a rigging for the case of space l2 and
eigenfunction expansion for selfadjoint operators acting on this space. In addition to the
space l2 we consider its rigging

(5.1) (lfin)′ ⊃ l2(p−1) ⊃ l2 ⊃ l2(p) ⊃ lfin,

where l2(p) is a weighted l2-space with a weight p = (pn)∞n=0, pn ≥ 1, (p−1 = (p−1
n )∞n=0).

In our case, l2(p) is the Hilbert space of sequences f = (fn)∞n=0, fn ∈ Hn for which we
have

‖f‖2l2(p) =
∞∑
n=0

‖fn‖2Hnpn, (f, g)l2(p) =
∞∑
n=0

(fn, gn)Hnpn.

The space l2(p−1) is defined analogously; recall that lfin is the space of finite sequences and
(lfin)′ is the space conjugate to lfin and equal to the space l of all sequences f = (fn)∞n=1,

fn ∈ Hn. It is easy to show that the embedding l2(p) ↪→ l2 is quasinuclear if
∞∑
n=0

p−1
n <∞

(see, for example, [4], Ch. 5; [6], Ch. 14).
Let A be an arbitrary selfadjoint operator standardly connected with the chain (5.1).

According to the projection spectral theorem (see Section 2) such an operator has a
representation

(5.2) Af =
∫
R

λΦ(λ) dσ(λ)f, f ∈ l2,

where Φ(λ) : l2(p) −→ l2(p−1) is the operator of generalized projection and dσ(λ) is
the spectral measure. For every f ∈ lfin, the projection Φ(λ)f ∈ l2(p−1) is a generalized
eigenvector of the operator A with corresponding eigenvalues λ. For all f, g ∈ lfin we
have the Parseval equality

(5.3) (f, g)l2 =
∫
R

(Φ(λ)f, g)l2 dσ(λ);

after extending it by continuity, the equality (5.3) takes place for ∀f, g ∈ l2.
Let us denote by πn the operator of orthogonal projection in l2 on Hn, n ∈ N0. Hence

∀f = (fn)∞n=0 ∈ l2 we have fn = πnf . This operator acts analogously on the spaces l2(p)
and l2(p−1) (but possibly has the norm which is not equal to one).

Let us consider the operator matrix (Φj,k(λ))∞j,k=0, where

(5.4) Φj,k(λ) = πjΦ(λ)πk : l2 −→ Hj (or Hk −→ Hj).
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The Parseval equality (5.3) can be rewritten as follows: ∀f, g ∈ l2

(f, g)l2 =
∞∑

j,k=0

∫
R

(Φ(λ)πkf, πjg)l2 dσ(λ)

=
∞∑

j,k=0

∫
R

(πjΦ(λ)πkf, g)l2 dσ(λ)

=
∞∑

j,k=0

∫
R

(Φj,k(λ)fk, gj)l2 dσ(λ).

(5.5)

Let us now pass to a study of a more special selfadjoint operator A that acts on the
space l2. Namely, let A = J where J is the closed operator generated on the space l2 by
matrix (4.26) with conditions (4.27), (4.28) by the rule

(5.6) l2 ⊃ lfin 3 f 7−→ Jf := Jf ∈ l2.

We will also assume that J is selfadjoint. From (5.6), (4.29) it is easy to conclude that
our operator J is standardly connected with chain (5.1). So, the above stated results of
type (5.2) – (5.5) can be applied to the operator J.

Additionally we will demand that the matrix J has an algebraically inverse matrix
J−1 which satisfies the conditions of Theorem 6: (4.44), (4.45).

Existence of such J−1 is a very essential condition. Such a matrix J we will call
(selfadjoint) Jacobi-Laurent matrix.

Our first aim is to rewrite the Parseval equality (5.5) for our A = J in terms of
generalized eigenvectors of J. We prove the following essential lemma.

Lemma 10. Let ϕ(λ) = (ϕn(λ))∞n=0, ϕn(λ) ∈ Hn, λ ∈ R, be a generalized eigenvector
from (lfin)′ of the operator J constructed from the selfadjoint Jacobi-Laurent matrix J .
Multiplying of ϕ(λ) by a scalar constant (depending on λ) we can obtain that ϕ0(λ) = ϕ0

is independent of λ.
We assert that ϕ(λ), ∀λ ∈ R, is a solution from (lfin)′ of the difference equation

(5.7)
(Jϕ(λ))n = an−1ϕn−1(λ) + bnϕn(λ) + cnϕn+1(λ) = λϕn(λ),

n ∈ N0, ϕ−1(λ) = 0,

and has the following representation:

(5.8) ϕn(λ) = Qn(λ)ϕ0; Q0(λ) = 1, Qn(λ) = (Qn;0, Qn;1), n ∈ N.

Here Qn;α, α = 0, 1, are Laurent polynomials of λ, λ−1 and these polynomials have the
form

(5.9) Qn;α(λ) = ln;αλ
(−1)α+1n + wn;α(λ), n ∈ N, α = 0, 1.

In (5.9), ln;α > 0 and wn;α(λ) is some linear combination of λj with real coefficients,
j ∈ {0,−1, 1,−2, 2, · · · ,−(n− 1),−αn}, i.e., it belongs to Pn−1;1 if α = 0 and to Pn;0 if
α = 1.

Proof. At first recall that, by definition, ϕ(λ) ∈ (lfin)′ = l is a generalized eigenvector with
eigenvalue λ for the operator J standardly connected with rigging (5.1) if the following
equality is true:

(5.10) (ϕ(λ), Jf)l2 = (ϕ(λ),Jf)l2 = λ(ϕ(λ), f)l2 , f ∈ lfin.

Using (4.29) and arbitrariness of f we conclude from (5.10) that

(5.11)
(Jϕ(λ))n = an−1ϕn−1(λ) + bnϕn(λ) + cnϕn+1(λ) = λϕn(λ),

n ∈ N0, ϕ−1(λ) = 0.
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For the matrix J−1 (4.43) we also have an analogous equality. Namely, using Theo-
rem 7 (equality JJ−1f = f , f ∈ lfin) we get ∀f ∈ lfin

(5.12)
(ϕ(λ), f)l2 = (ϕ(λ), JJ−1f)l2 = λ(ϕ(λ), J−1f)l2 , i.e.

(ϕ(λ), J−1f)l2 = λ−1(ϕ(λ), f)l2 .

Note that the matrix J−1 is three-diagonal and, therefore, J−1f ∈ lfin and the second
equality in (5.12) follows from (5.10).

Analogously to (5.11) the last equality in (5.12) and (4.43) give ∀λ ∈ R \ {0}

(5.13)
(J−1ϕ(λ))n = pn−1ϕn−1(λ) + qnϕn(λ) + rnϕn+1(λ) = λ−1ϕn(λ),

n ∈ N0, ϕ−1(λ) = 0.

We give at first some explanation for the subsequent calculations. By adding two
equalities (5.11) and (5.13) we get

(5.14) ((J + J−1)ϕ(λ))n = (λ+ λ−1)ϕn(λ), n ∈ N0, ϕ−1(λ) = 0.

The matrix J + J−1 is also a block three-diagonal acting on the space l2. But from
(4.26)–(4.28) and (4.43), (4.44) we see that its blocks on two off-diagonals are 2 × 2
invertible matrices for n ∈ N. Such a form of the matrix J + J−1 actually shows that
similarly to the classical Jacobi matrices case we can using (5.14) step by step find a
generalized eigenvector ϕ(λ) = (ϕn(λ))∞n=0 and ∀n ∈ N ϕn(λ) is a polynomial w.r.t λ+ 1

λ
i.e. is a Laurent polynomial. But for us it is essential to get for every ϕn(λ) a more exact
representation (5.8), (5.9). Therefore we give below more precise calculation.

Consider equalities (5.11), (5.13) for n = 1. We have

b0ϕ0 + c0ϕ1(λ) = λϕ0,

q0ϕ0 + r0ϕ1(λ) = λ−1ϕ0,

i.e.,
c0;0,0ϕ1;0(λ) + c0;0,1ϕ1;1(λ) =(λ− b0)ϕ0,

r0;0,0ϕ1;0(λ) + r0;0,1ϕ1;1(λ) =(λ−1 − q0)ϕ0.

The last two equalities can be regarded as a linear system of equations with respect to
the unknowns ϕ1;0(λ), ϕ1;1(λ); ϕ0 ∈ C is given. According to (4.26), (4.43) we have, for
matrix of this system and its solutions, that

(5.15)

D1 =
[
c0;0,0 c0;0,1

r0;0,0 r0;0,1

]
=
[
∗ +
+ 0

]
,

∆1 = DetD1 = |D1| = −r0;0,0c0;0,1 < 0,

ϕ1;0(λ) = ∆−1
1

∣∣∣∣ (λ− b0)ϕ0 +
(λ−1 − q0)ϕ0 0

∣∣∣∣ , ϕ1;1(λ) = ∆−1
1

∣∣∣∣ ∗ (λ− b0)ϕ0

+ (λ−1 − a0)ϕ0

∣∣∣∣ .
It is clear that these two functions have the required form (5.7).

Let n ∈ N. Taking the equality (5.13) for coordinate 0 and equality (5.11) for coordi-
nate 1 we get

(5.16)
(pn−1ϕn−1(λ))0 + (qnϕn(λ))0 + (rnϕn+1(λ))0 =λ−1ϕn;0(λ),

(an−1ϕn−1(λ))1 + (bnϕn(λ))1 + (cnϕn+1(λ))1 =λϕn;1(λ).

We can rewrite the equalities (5.16) in the following way:

(5.17)
[
rn;0,0 rn;0,1

cn;1,0 cn;1,1

]
ϕn+1(λ) =

[
+ 0
∗ +

]
ϕn+1(λ)

= (λ−1ϕn;0(λ)− (pn−1ϕn−1(λ))0 − (qnϕn(λ))0,

λϕn;1(λ)− (an−1ϕn−1(λ))1 − (bn−1ϕn−1(λ))1),
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i.e.

ϕn+1;0(λ) =
1

rn;0,0

(
λ−1ϕn;0(λ)− (pn−1ϕn−1(λ))0 − (qnϕn(λ))0

)
,

ϕn+1;1(λ) =
1

cn;1,1
(λϕn;1(λ)− (an−1ϕn−1(λ))1

−(bn−1ϕn−1(λ))1 − cn;1,0ϕn+1;0(λ)) , n ∈ N.
We can now use the induction: ϕ1(λ) according to (5.15) has the form (5.8), (5.9);

ϕ0 is also such. Let for n ∈ N ϕn−1(λ), ϕn(λ) have the required form (5.8), (5.9). Then
from second equality in (5.17) it is easy to see that ϕn+1;0(λ) has the form (5.8), (5.9).
The last equality in (5.17) shows that the same situation is also for ϕn+1;1(λ). �

In what follows, it will be convenient to look at Qn(λ), ∀n ∈ N0, with fixed λ as a
linear operator that acts ∀n ∈ N from R1 into R2, i.e., R1 3 ϕ0 7−→ Qn(λ)ϕ0 ∈ R2, and
into R1 if n = 0. This operator is standardly extended to the corresponding complex
space. As a result we can write

(5.18)
H0 3 ϕ0 7−→ Qn(λ)ϕ0 ∈ Hn,

Q∗n(λ) = (Qn(λ))∗ : Hn 7−→ H0, n ∈ N0, λ ∈ R.

We also regard Qn(λ) as an vector-valued Laurent polynomial of λ ∈ R with real coeffi-
cients.

Using these polynomials Qn(λ) we construct the following representation for Φj,k(λ),
introduced by (5.4).

Lemma 11. The operator Φj,k(λ), ∀λ ∈ R, has the following representation:

(5.19) Φj,k(λ) = Qj(λ)Φ0,0(λ)Q∗k(λ) : Hk −→ Hj , j, k ∈ N0,

where Φ0,0(λ) ≥ 0 is a scalar.

Proof. For a fixed k ∈ N0 and arbitrary fixed x ∈ Hk ⊂ l2, the vector ϕ(λ) = (ϕj(λ))∞j=0,
where

ϕj(λ) = Φj,k(λ)x = πjΦ(λ)πkx ∈ Hj , λ ∈ R,
is a generalized solution in (lfin)′ of the equation Jϕ(λ) = λϕ(λ), since Φ(λ) is a projection
onto generalized eigenvectors of the operator A with corresponding eigenvalues λ. There-
fore, ∀g ∈ lfin we have (ϕ, Jg)l2 = λ(ϕ, g)l2 . Hence, it follows that ϕ = ϕ(λ) ∈ l2(p−1)
exists as a usual solution of the equation Jϕ(λ) = λϕ(λ) with the initial condition
ϕ0(λ) = π0Φ(λ)πkx ∈ H0.

Using Lemma 10 and due to (5.8) we obtain that

(5.20) Φj,k(λ)x = Qj(λ)(Φ0,k(λ)x), i.e. Φj,k(λ) = Qj(λ)Φ0,k(λ), j ∈ N0.

The operator Φ(λ) : l2(p) −→ l2(p−1) is formally selfadjoint on l2 (see Section 2).
Hence, according to (5.4) we get

(5.21) (Φj,k(λ))∗ = (πjΦ(λ)πk)∗ = πkΦ(λ)πj = Φk,j(λ), j, k ∈ N0.

For a fixed j ∈ N0 from (5.21) and the previous discussion, it follows that the vector

ψ(λ) = (ψk(λ))∞k=0, ψk(λ) = Φk,j(λ)y = (Φj,k(λ))∗y, y ∈ Hj ,

is a usual solution of the equations Jψ(λ) = λψ(λ) with the initial condition ψ0(λ) =
Φ0,j(λ)y = (Φj,0(λ))∗y.

Again using Lemma 10 and arbitrariness of y we obtain a representation of the type
(5.20),

(5.22) Φ0,k(λ) = Qk(λ)Φ0,j(λ), k ∈ N0.
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Taking into account (5.3) and (5.22) we get

(5.23) Φ0,k(λ) = (Φk,0(λ))∗ = (Qk(λ)Φ0,0(λ))∗ = Φ0,0(λ)(Qk(λ))∗, k ∈ N0.

Here we used that Φ0,0(λ) ≥ 0, which follows from (5.3) and (5.4)). Substituting (5.23)
into (5.20) we obtain (5.19). �

Now it is possible to rewrite the Parseval equality (5.5) in a more concrete form. To
this end, we substitute the expression (5.19) for Φj,k(λ) into (5.5) and get that ∀f, g ∈ lfin

(5.24)

(f, g)l2 =
∞∑

j,k=0

∫
R

(Φj,k(λ)fk, gj)l2 dσ(λ)

=
∞∑

j,k=0

∫
R

(Qj(λ)Φ0,0(λ)Q∗k(λ)fk, gj)l2 dσ(λ)

=
∞∑

j,k=0

∫
R

(Q∗k(λ)fk, Q∗j (λ)gj)l2 dρ(λ)

=
∫
R

( ∞∑
k=0

Q∗k(λ)fk

)( ∞∑
j=0

Q∗j (λ)gj

)
dρ(λ),

dρ(λ) = Φ0,0(λ) dσ(λ).

Introduce the Fourier transform ̂ induced by the selfadjoint operator A = J on the
space l2 as a unitary map from l2 into L2(R, dρ(λ)) = L2. At first it is defined on lfin by
(5.18)

(5.25) l2 ⊃ lfin 3 f = (fn)∞n=0 7−→ f̂(λ) =
∞∑
n=0

Q∗n(λ)fn ∈ L2(R, dρ(λ)).

Hence, (5.24) gives the Parseval equality in a final form

(5.26) (f, g)l2 =
∫
R

f̂(λ)ĝ(λ) dρ(λ), f, g ∈ lfin.

Extending (5.26) by continuity, it becomes valid ∀f, g ∈ l2.
The polynomials Q∗n(λ) = (Qn;0(λ), Qn;1(λ)) : H0 −→ Hn are in some sense or-

thonormal. This orthogonality follows from (5.25) and (5.26). Namely, we take f =
(0, . . . , 0, fj , 0, . . .), fj ∈ Hj , g = (0, . . . , 0, gk, 0, . . .), gk ∈ Hk in (5.25) and (5.26). Then

(5.27)

∫
R

(Q∗j (λ)fj)(Q∗k(λ)gk) dρ(λ) = δj,k(fj , gj)Hj ,

fj ∈ Hj , gk ∈ Hk, j, k ∈ N0.

Rewrite the equality (5.27) in a more simple form. To do this, we first note that
according to (5.18) and (5.8) we have for n ∈ N and fn = (fn,0, fn,1) ∈ Hn, λ ∈ R, that

(5.28) Q∗n(λ)fn = Qn;0(λ)fn;0 +Qn;1(λ)fn;1, Q∗0(λ) = 1.

Taking, in (5.27), fj = eα and gk = eβ , α, β = 0, 1, we get from (5.27), (5.28) the final
relation of orthogonality,

(5.29)

∫
R

Qj;α(λ)Qk;β(λ) dρ(λ) = δj,kδα,β ,

j, k ∈ N0, α, β = 0, 1; Q0,0(λ) = Q0(λ) = 1, λ ∈ R.
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Let us remark that due to (5.28) the Fourier transform (5.25) can be rewritten as
∀f = (fn)∞n=0 ∈ l2

f̂(λ) = f0;0 +
∞∑
n=1

1∑
α=0

Qn;α(λ)fn;α, λ ∈ R.

The stated above results of this Section can be formulated as the following spectral
theorem for our operator A = J.

Theorem 8. Consider the space (4.25)

(5.30) l2 = H0 ⊕H1 ⊕H2 ⊕ · · · , H0 = C1, Hn = C2, n ∈ N,

and the linear selfadjoint operator A = J which is defined on finite vectors lfin by a block
three-diagonal Jacobi-Laurent matrix J . So, we suppose that J , being of the form (4.26),
(4.27), (4.28), generates a selfadjoint operator J and for J the algebraically inverse
matrix J−1 exists and has the form (4.43), (4.44).

The eigenfunction expansion of the operator J has the following form. According
to Lemma 10 we represent, starting with ϕ0 ∈ R, the solution ϕ(λ) = (ϕn(λ))∞n=0,
ϕn(λ) ∈ Hn, of equations (5.7) for λ ∈ R

ϕn(λ) = Qn(λ)ϕ0 = (Qn;0(λ), Qn;1(λ))ϕ0.

Here Q0(λ) = 1 and Qn;α(λ), α = 0, 1, n ∈ N, are real polynomials of λ and λ−1 of the
form (5.8), (5.9). The corresponding Fourier transform has the form

(5.31)

l2 ⊃ lfin 3 f = (fn)∞n=0 7−→ f̂(λ)

= f0;0 +
∞∑
n=1

Q∗n(λ)fn = Q0;0(λ)f0;0 +
∞∑
n=1

1∑
α=0

Qn;α(λ)fn;α ∈ L2(R, dρ(λ)).

Here Q∗n(λ) : Hn −→ H0 is an adjoint to the operator Qn(λ) : H0 −→ Hn, dρ(λ) is the
Borel probability spectral measure of J.

The Parseval equality has the following form: ∀f, g ∈ lfin

(5.32) (f, g)l2 =
∫
R

f̂(λ)ĝ(λ) dρ(λ), (Jf, g)l2 =
∫
R

λf̂(λ)ĝ(λ) dρ(λ).

Formulas (5.31) and (5.32) are extended by continuity to ∀f, g ∈ l2, the operator (5.31)
now is unitary, which maps l2 onto the whole L2(R, dρ(λ)).

The polynomials Qn;α(λ), n ∈ N, α = 0, 1, and Q0;0(λ) = 1, form an orthonormal
system in L2(R, dρ(λ)) in the sense of (5.29), total in this space.

The last theorem solves the direct spectral problem for the selfadjoint operator A = J
which is generated on the space l2 by the selfadjoint Jacobi-Laurent matrix J of the form
(4.26) with an algebraically inverse matrix J−1 (4.43). 1

Let us pass to the corresponding inverse spectral problem. Roughly speaking, this
problem is the following. We know the spectral measure dρ(λ) of the operator J on the
space l2 generated by a selfadjoint Jacobi-Laurent matrix J . In what way we can find
the matrix J?

The following theorem is a solution of this problem.

1A proofreading remark. Let us stress that for a selfadjoint operator on the space (5.30), the spectral
measure generated by the matrix J of the structure (4.26) must be a 2 × 2-matrix measure [38]. It is

very essential that in our case this measure is a scalar measure. This fact is a consequence of situation:
for our operator J the algebraically inverse operator exists and therefore we can prove Lemma 10.
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Theorem 9. The spectral measure dρ(λ) of the selfadjoint operator J generated on the
space l2 by a selfadjoint Jacobi-Laurent matrix J has the following properties:

1. The measure dρ(λ) is a Borel probability measure on R;
2. All the functions

(5.33) R 3 λ 7−→ λm, m ∈ Z,

belong to the space L2(R, dρ(λ)) and are linearly independent in this space;
3. The set of functions (5.33) is total in the space L2(R, dρ(λ)).
Conversely, for every given measure dρ(λ) with properties 1—3 it is possible to con-

struct a selfadjoint Jacobi-Laurent matrix J for which this measure is spectral.
For the construction of the matrix J it is necessary to repeat the constructions of Sec-

tion 4: by orthogonalization of (4.3) we find Pn;α(λ), (4.4) and then apply the formulas
(4.12) and (4.34). If we start from the spectral measure dρ(λ) of the operator J, the last
procedure gives the initial selfadjoint Jacobi-Laurent matrix J .

Proof. Let J be a given selfadjoint operator constructed from J and dρ(λ) be its spectral
measure. By definition property 1 is true. From Theorem 8 and formula (5.9) it follows
that every function (5.33) is some linear combination with real coefficients of the functions
(5.9) and leading coefficient ln;α at the function λ(−1)α+1n in Qn;α(λ), is positive. The
functions Qn;α(λ), n ∈ N0, α = 0, 1, belong to L2(R, dρ(λ)) = L2 and are orthogonal
(see (5.29)), therefore all functions (5.33) are from L2 and linearly independent, i.e., the
property 2 is true.

Consider property 3. From the second equality in (5.32) and unitarity of the Fourier
transform (5.31) between l2 and L2, we conclude that our selfadjoint operator J is unitary
equivalent to the closed operator Â of multiplication by λ in the space L2, at first defined
on linear combinations of the functions Qn;α, n ∈ N0, α = 0, 1. These functions form a
total set in L2. Using the representation (5.9) we conclude that set (5.33) is also total
in L2.

The other statement follows directly from results of Section 4,5. It is necessary only to
note that the Laurent polynomials Pn;α(λ) and the polynomials Qn;α(λ) from Theorem 8
are the same,— both classes of these polynomials are constructed from polynomials (4.3)
or (5.9) and are orthonormal. �

In what follows the Laurent polynomials Qn;α(λ) for J will be denoted in a more
standard way, Pn;α(λ), n ∈ N0, α, β = 0, 1.

6. Consideration of Hermitian block Jacobi-Laurent type matrices

This section is a development of the last part of Section 4. Here we consider the
matrices J and J−1 of the form (4.26) and (4.43) for which the conditions (4.27), (4.28)
and (4.44) are fulfilled but the corresponding to J operator J defined on the space l2
(5.30) by relation (5.27) on lfin is only Hermitian. In this case the set of functions (5.33)
(i.e. (4.30)) is, as earlier, total in L2(R, dρ(λ)). Previous constructions of course, can
be carried out (including the construction of algebraically inverse matrix J−1) but other
results of Section 5 connected with selfadjointness of J are not fulfilled.

So, we consider the matrices J , J−1 of the type (4.26), (4.43) with conditions (4.27),
(4.28), (4.44). It is assumed that the matrix J−1 is algebraically inverse to J : J−1Jf =
JJ−1f = f , f ∈ lfin. Then the operator J, constructed by (5.6) on l2 is only Hermitian.
Such a matrix J will be called Hermitian block Jacobi-Laurent type matrix.

At first we will formulate and prove some simple but essential theorem.

Theorem 10. The deficiency indexes of J may be (0, 0) or (1, 1). Let z ∈ C \ R and
P (z) = (Pn(z))∞n=0, P0(z) = 1 ∈ C1, Pn(z) ∈ C2, n ∈ N, be a solution of the difference
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equation

(6.1)
JP (z) = zP (z), i.e.

an−1Pn−1(z) + bnPn(z) + cnPn+1(z) = zPn(z), n ∈ N0, P−1(z) = 0.

Consider the series

(6.2)
∞∑
n=0

‖Pn(z)‖2Hn .

If this series is divergent for some z ∈ C \R, then it is divergent for every z ∈ C \R and
the deficiency indices of J are (0, 0). If it is convergent for some such z (and therefore
for every z) then the deficiency indices of J are (1, 1).

Proof. At first we note that the proof of existence of a solution P (z) of equation (6.1)
is the same as in Lemma 10 with a replacement of λ with z. The proof of this lemma
does not depend on selfadjointness of J, it is necessary to use that J−1 is algebraically
inverse to J .

As earlier, Pn(z) must be of the form (5.8), (5.9) with Qn;α(λ) being replaced with
Pn;α(λ). So, we have

P0(z) = 1,

Pn(z) = (Pn;0(z), Pn;1(z)),

Pn;α(z) = ln;αz
(−1)α+1n + wn;α(z), n ∈ N, α = 0, 1;

and the structure of the polynomial Pn;α(z) is the same as Qn;α(z) in (5.9).
The operator J generated by J on lfin is Hermitian, let J∗ be its adjoint in l2. Let

z ∈ C \ R, consider the corresponding to z̄ deficiency space Nz̄ of operator J, i.e., the
subspace of l2 consisting of vectors g ∈ l2 for which

(6.3) ((J− z̄1)f, g)l2 = ((J − z̄1)f, g)l2 = 0, f ∈ lfin.

Since f in (6.3) is finite, we can move the matrix J − z̄1 to g in (6.3). As a result we get
∀f ∈ lfin,

(6.4)
(f, (J − z1)g) = 0, i.e. Jg = z̄g

or an−1gn−1 + bngn + cngn+1 = zgn, n ∈ N0, g−1 = 0

(note that the elements of J are real and lfin is dense in l2). So, g = (gn)∞n=0 is a solution
of the difference equation in (6.4).

From the above considerations, it follows that this solution has the form

(6.5) (gn)∞n=0 = (g0Pn(z))∞n=0.

In the case where the series (6.2) is divergent, the sequence (6.5) belongs to l2 iff g0 = 0,
i.e., if g = 0. Then the operator J is selfadjoint and its deficiency numbers are (0, 0).

Let series (6.2) be convergent. Then sequence (6.5) belongs to l2 and the set of
such sequences is one-dimensional, i.e., dim(Nz̄) = 1. Since the elements of J are real,
Nz̄ = Nz and the deficiency numbers are (1, 1). �

Let J be the above introduced operator in the case of convergent series (6.2) ∀z ∈ C\R,
i.e., this operator is only Hermitian. We can take its some selfadjoint extension J̃ in the
space l2. It is easy, for this extension, to repeat all constructions of Section 5 and to
prove Theorems 8, 9. But in this “indeterminate” case of J , the spectral measure dρ(λ)
depends on the extension J̃. One of our nearest aims is to give a description of all
such measures corresponding to the strong moment problem, i.e., to operators that have
(possibly densely defined) inverses.
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Introduce by (6.1) Laurent polynomials “of the first kind” as an analog of classical
polynomials of the first kind in the usual theory of Jacobi matrices. In our Laurent case
it is possible and useful to introduce an analog of polynomials of the second kind.

Such Laurent polynomials Qn(z) of the second kind are introduced analogously to the
classical case by the formula

(6.6) Qn(z) =
∫
R

Pn(λ)− Pn(z)
λ− z

dρ(λ), z ∈ C \ R, n ∈ N0.

Here dρ(λ) is the spectral measure of some fixed selfadjoint extension of the operator J in
the space l2 or of the operator J if it is selfadjoint; we integrate in (6.6) the vector-valued
function.

Lemma 12. The sequence Q(z) = (Qn(z))∞n=0, z ∈ C \ R, where Qn(z) is given by
formula (6.6), is a solution of the following difference equations with the indicated below
initial data,

(6.7)

an−1Qn−1(z) + bnQn(z) + cnQn+1(z) = zQn(z),

pn−1Qn−1(z) + qnQn(z) + rnQn+1(z) = z−1Qn(z), n ∈ N,

Q0(z) = 0, Q1(z) = (c−1
0;0,1s−1z

−1, c−1
0;0,1(1− c0;0,0r

−1
0;0,0s−1z

−1)),

s−1 =
∫
R

λ−1 dρ(λ); z ∈ C.

At first we note a simple general fact which we have actually exploited earlier.

Lemma 13. Let ϕ(z) = (ϕn(z))∞n=0, ϕn(z) ∈ Hn = C2, n ∈ N, z ∈ C \ {0} is some
solution of the first equation in (6.7). Then it is a solution of the second equation in
(6.7) (an analogous fact is also true for equations (5.11), (5.13)).

Proof. Indeed, extend the sequence ϕ(z) = (ϕn(z))∞n=1 to N0 by setting ϕ0(z) = 0.
Then such an extended sequence ϕ′(z) is, according to (6.7), a solution of the equation
Jϕ′(z) = zϕ′(z). The matrix J−1 is an algebraic inverse to J and is also block three-
diagonal. Therefore, we can write J−1J = JJ−1 = 1, i.e. J−1Jf = f , f ∈ l. Taking
f = ϕ′(z) we get ϕ′(z) = J−1Jϕ′(z) = zJ−1ϕ′(z), that is the second equality from
(6.7). �

Proof of Lemma 12. Since P0(z) = 1, we get from (6.6) that

(6.8) Q0(z) = 0, z ∈ C.
Calculate Q1;0(z). From (5.15) and (6.6) we conclude that ∀z ∈ C

(6.9)

P1;0(z) =
1

r0;0,0
(z−1 − q0),

Q1;0(z) =
1

r0;0,0

∫
R

(λ−1 − z−1)(λ− z)−1 dρ(λ) =
1

r0;0,0

∫
R

λ−1 dρ(λ)z−1.

Calculate Q1;1(z). From (5.15) we get

(6.10) P1;1(z) = − c0;0,0

r0;0,0c0;0,1
(z−1 − q0) +

1
c0;0,1

(z − b0), z ∈ C.

From (6.6) and (6.10) we conclude after a simple calculation that

Q1;1(z) =
1

c0;0,1
− c0;0,0

r0;0,0c0;0,1

∫
R

λ−1 dρ(λ)z−1, z ∈ C.

Formulas (6.8)–(6.10) give the initial data in (6.7).
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To prove the lemma, it is necessary to check that Qn(z), n ∈ N, Q0(z) = 0, satisfy
the two equations from (6.7). At first we consider the first equation. Since Q0(z) = 0
the left-hand side of this equation is equal to (JQ(z))n, n ∈ N. But according to (6.6)
and (6.1) we have ∀z ∈ C \ R, n ∈ N,

(6.11)

(JQ(z))n =
∫
R

(JP (λ))n − (JP (z))n
λ− z

dρ(λ)

=
∫
R

λPn(λ)− zPn(z)
λ− z

dρ(λ)

=z
∫
R

Pn(λ)− Pn(z)
λ− z

dρ(λ) +
∫
R

Pn(λ) dρ(λ)

=zQn(z) +
∫
R

Pn(λ) dρ(λ).

According to (5.29) the last integral in (6.11) is equal to zero, therefore (6.11) gives
(JQ(z))n = zQn(z), n ∈ N. This means that the first equality in (6.7) is fulfilled.

The second equality in (6.7) is fulfilled on the basis of Lemma 13. �

As a result, for the Laurent polynomials Qn(z) of the second kind we have the situation
similar to the case of the first kind,— their sequence is a solution for n = 1, 2, . . . of system
(6.7) with the given in (6.7) initial data Q0(z) = 0, Q1(z). These polynomial (in the
general case) are not orthonormal in the space L2(R, dρ(λ)) w.r.t. the spectral measure
dρ(λ) generated by some selfadjoint extension J̃ of the operator J in the space l2 (this
situation is similar to the classical Jacobi matrices).

Polynomials of the second kind are necessary for a description of the set of all spectral
measures generated by all selfadjoint extensions in l2 of operator J. They can be found
step-by-step as solution of system (6.7) from Q0(z), Q1(z). For the polynomials Qn(z),
we can prove an analog of Lemma 10 about their precise structure, but such results are
not necessary for us and we are restricted to the following rough result.

Lemma 14. Every Laurent polynomial of the second kind has the form

(6.12)
Q0(z) = (0, 0),

Qn(z) = (Qn;0(z), Qn;1(z)) ∈ C2, z ∈ C \ R, n ∈ N,

where ∀α = 0, 1, Qn;α(z), is a linear combination with real coefficients of 1, z−1, z, . . .,
z−n, zn.

Proof. The vectors Qn(z) ∈ C2, n ∈ N, are solutions of the system of difference equations
(6.7). Here we can assume that a0 = p0 = 0, since Q0(z) = 0. By adding the equality
(6.7) we get

(6.13)
(an−1 + pn−1)Qn−1(z) + (bn + qn)Qn(z) + (cn + rn)Qn+1(z)

= (z + z−1)Qn(z), n ∈ N, a0 + p0 = 0.

The last equation can be rewritten as some equation with three-diagonal block (2×2)
matrices acting on the space C2⊕C2⊕ . . . . The off-diagonal matrices an+pn and cn+rn
are invertible according to (4.26), (4.27), (4.28) and (4.43) (4.44), have positive numbers
on the main diagonals and zero on places 1,0 and 0,1 respectively.

Therefore we can find a solution of (6.13) step-by-step starting with Q1(z), which has
the form (C1z

−1, C2 + C3z
−1), C1, C2, C3 ∈ R. Every n + 1 step gives a multiplication

of Qn(z) by z+ 1
z plus some linear combinations of 1, z−1, z, . . . , z−n, zn. From this, our

Lemma follows. �
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Let us now pass to a description of the spectral measures dρ(λ) corresponding to the
operator J̃ acting in the space l2. Let Rz : l2 → l2, z ∈ C\R, be the resolvent of operator
J̃. The representation (4.8), (4.10) for the resolvent using the mapping (5.2), (5.19) and
(5.31), (5.32) can be written in the form

(6.14)

(Rzf)j =
∞∑
k=0

Rz;j,kfk,

Rz;j,k;α,β =(Rzek,β , ej,α)l2 =
((∫

R

Φ(λ)
λ− z

dσ(λ)
)
ek;β , ej,α

)
l2

=
∫
R

Pk;β(λ)− Pj;α(λ)
λ− z

dρ(λ),

z ∈ C \ R, j, k ∈ N0, α, β = 0, 1; f ∈ l2.

Introduce the Weyl function

(6.15) m(z) = Rz;0,0;0,0 = (Rze0;0, e0;0)l2 =
∫
R

1
λ− z

dρ(λ), z ∈ C \ R.

The classical fact asserts that the function m(z) defines the measure dρ(λ) uniquely,
therefore, instead of the measure dρ(λ) it is sufficient to get a description of all functions
m(z). For this aim we at first give some simple but essential formulas.

So, using (6.14), (6.15) and the definition (6.6) we can write: ∀z ∈ C \ R, j ∈ N0,
α = 0, 1

(Rze0;0)j;α = Rz;j,0;α,0 =
∫
R

Pj;α(λ)
λ− z

dρ(λ)

=
∫
R

Pj;α(λ)− Pj;α(z)
λ− z

dρ(λ) + Pj;α(z)
∫
R

dρ(λ)
λ− z

= Qj;αz +m(z)Pj;α(z).

Another form of this equality is

(6.16) (Rze0;0)j = Qj(z) +m(z)Pj(z), z ∈ C \ R, j ∈ N0.

Using the Hilbert identity and (6.16) we get for arbitrary z, ζ ∈ C \ R, z 6= ζ̄ that

(6.17)

m(ζ)−m(z)
ζ̄ − z

=
(
Rζ̄ −Rz
ζ̄ − z

e0;0, e0;0

)
l2

=
(
Rζ̄Rze0;0, e0;0

)
l2

=
(
R∗ζRze0;0, e0;0

)
l2

= (Rze0;0, Rζe0;0)l2

=
∞∑
j=0

(Qj(z) +m(z)Pj(z), Qj(ζ)z +m(ζ)Pj(ζ))Hj .

Let ζ = z, then (6.17) gives

(6.18)
m(z)−m(z)

z̄ − z
=
∞∑
j=0

‖Qj(z) +m(z)Pj(z)‖2Hj , z ∈ C \ R.

From this equality we can conclude some simple but essential fact which we can
formulate, at first, as the following theorem.

Theorem 11. Consider two series ∀z ∈ C \ R
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(6.19)
∞∑
j=0

‖Pj(z)‖2Hj ,
∞∑
j=0

‖Qj(z)‖2Hj .

These series are simultaneously divergent or convergent. In the first case, the operator
J is selfadjoint in l2, in the second case it is not selfadjoint and the measure dρ(λ),
appeared above, is the spectral measure of some its selfadjoint extension in the space l2.

In the second case both series (6.19) are convergent uniformly on every bounded do-
main in C which is locates at a positive distance from the real axis.

Proof. For every z ∈ C \ R, we have m(z) 6= 0 and the series (6.18) is convergent.
Therefore, if one of the series (6.19) is divergent then the other must also be divergent.

Let both series in (6.19) be convergent. It is necessary to prove that this convergence
is uniformly in the domain G pointed out in the theorem.

Since the left-hand side of equality (6.18) is a continuous function of z ∈ G and every
summand in (6.18) is a continuous nonnegative function, by Dini’s theorem, this series
convergent uniformly on G.

In our case, the operator J is not selfadjoint in l2. The above measure dρ(λ) and the
function m(z) were connected with some fixed extension of J to a selfadjoint operator
in l2. Take another its extension (such an extension exists since the deficiency indices
of J are (1, 1)). Let dρ1(λ) and the function m1(z) the spectral measure and the Weyl
function corresponding to this extension; m1(z) 6= m(z), z ∈ C\R. Here we need to make
the following general remark: The Laurent polynomials of the first and second kind do
not depend on the corresponding spectral measure dρ(λ),— they are solutions of equations
(5.11), (5.13) with λ replaced with z and the corresponding initial data which does not
depend on dρ(λ). Let us explain the last assertion. For Pn(z) we have the initial data
P−1(z) = 0, P0(z) = 1, n ∈ N0. For Qn(z) the initial data are given in (6.7), n ∈ N0.
These expressions contain s−1, but using (4.34) we conclude that s−1 = q0. So, the
initial data for Qn(z) is defined only by elements of the matrices J, J−1.

Consider the equality (6.18) for m1(z). As above the corresponding to m1(z) series in
(6.18) converges uniformly in G. We have ∀n ∈ N0

(6.20)

n∑
j=0

‖(Qj(z) +m(z)Pj(z))− (Qj(z) +m1(z)Pj(z))‖2Hj

= |m(z)−m1(z)|
n∑
j=0

‖Pj(z)‖2Hj , z ∈ C \ R.

The left part in (6.20) converges for n −→ ∞ uniformly on G, since such convergence
takes place for the series in (6.18) for m(z) and m1(z). Therefore such convergence must
also be for the right-hand side of (6.20), i.e., for the first series in (6.19). The uniform
convergence for the second series in (6.19) follows from such convergence of (6.18) and
the first series. �

Note, that it is possible to prove [35] that in the second case the series (6.19) are
uniformly convergent also on every bounded closed domain in C \ {0}.

By means of an easy calculation we can rewrite the equality (6.18) in the form

(6.21)

( ∞∑
j=0

‖Pj(z)‖2Hj

)
|m(z)|2 +

(
1

z − z̄
+
∞∑
j=0

(Qj(z), Pj(z))Hj

)
m(z)

+
(

1
z − z̄

+
∞∑
j=0

(Qj(z), Pj(z))Hj

)
m(z) +

∞∑
j=0

‖Qj(z)‖2Hj = 0, z ∈ C \ R.
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The last equality (6.21) means that the point m(z) lies on some circle in the complex
plane. We can now repeat all conclusions from ([4], Ch. 7, § 1, pp. 524–531) practically
without essential changes. These facts in [4] give a description of all spectral measures
dρ(λ) for the classical Jacobi matrix in the indeterminate case, when it is only Hermitian,
not selfadjoint.

Such reasoning gives, in our case, the following result.

Theorem 12. Let for a Jacobi-Laurent matrix J , the indeterminate case takes place.
Fix some point z ∈ C\R and consider the point m(z) ∈ C which is defined by the integral

(6.22) m(z) =
∫
R

dρ(λ)
λ− z

,

where dρ(λ) is the spectral measure of some selfadjoint extension in the space l2 of the
operator J. Taking different such spectral measures dρ(λ) we assert that the point (6.22)
m(z) passes completely some circle Kz (an analog of the Weyl-Hamburger circle) with
following center O(z) and the radius R(z):

(6.23)

O(z) =− 1
∞∑
j=0

‖Pj(z)‖2Hj

(
1

z − z̄
+
∞∑
j=0

(Qj(z), Pj(z))Hj

)
,

R(z) =
(
|z − z̄|

∞∑
j=0

‖Pj(z)‖2Hj

)−1

.

It is possible, as for classical Jacobi matrices, to give some procedure of finding the
measure dρ(λ) from a given point on the circle Kz (6.23).

But we will not present in this article corresponding considerations.
It is clear that the above developed approach to the spectral theory of the Jacobi-

Laurent matrices is similar to the classical Jacobi matrices (see, e.g. [4], Ch. 7, § 1,2) and,
therefore, many results of the latter theory can be transferred to our case. Let us stress
once more that in developed above approach we have used, instead of the ordinary space
l2 on N0, the space l2 of C2 vector-valued sequences (fn)∞n=0 but its the first coordinate
is one-dimensional: f0 ∈ C1. This particularity of the space l2 gives the possibility to use
a scalar spectral measure dρ(λ): roughly speaking ∀α ∈ B(R), P (α) = (E(α)e0,0, e0,0)l2 ,
where e0,0 = (1, 0, 0, . . .) ∈ l2 and E is an expansion of identity.

We will finish this Section by discussing an analog of the classical theorem of Carleman
for Jacobi-Laurent matrices (see [4], Ch. 7, Theorems 1.3, 2.9 for the classical and matrix
cases).

Theorem 13. The operator J is selfadjoint in l2 if for the matrix J (4.26) the following
condition is fulfilled:

(6.24)
∞∑
n=0

1
‖an‖

=∞.

Proof. It is easy to calculate that the following Green’s formula takes place (compare,
e.g. with [4], Ch. 7, formulas (1.4), (2.24)). For arbitrary sequences f = (fn)∞n=0,
g = (gn)∞n=0, fn, gn ∈ Hn, we have (assuming that f−1 = g−1 = 0)

(6.25)

n∑
j=m

(
((Jf)j , gj)Hj − (fj , (Jg)j)Hj

)
= [(fn, cngn+1)Hn − (cnfn+1, gn)Hn ]

− [(fm, am−1gm−1)Hm − (am−1fm−1, gm)Hm ] , m, n ∈ N0, n > m.
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Let us explain that if m > 0, then all Hj in (6.25) are equal to C2 and the calculation
in (6.25) is simple. For the case m = 0, we write at first the equality (6.25) for m = 1
and then it is sufficient to add to every side corresponding sides of the trivial equality
((Jf)0, g0)C1 − (f0, (Jg)0)C1 = (b0f0 + c0f1, g0)C1 − (f0, b0g0 + c0g1)C1

= (c0f1, g0)C1 − (f0, c0g1)C1 = (f1, a0g0)C2 − (a0f0, g1)C2 .

As a result, the last square brackets becomes zero and we get (6.25) for the indicated
m,n.

Let z ∈ C \ R be fixed. Consider the Laurent polynomials of the first kind Pn(z),
n ∈ N0. For the sequences (fn)∞n=0 = (gn)∞n=0 = (Pn(z))∞n=0 = P (z), the equality (6.25)
for m = 0 gives (we use (6.1)): ∀n ∈ N

(6.26)
(z − z̄)

n∑
j=0

‖Pj(z)‖2Hj =
n∑
j=0

(
((JP (z))j , Pj(z))Hj − (Pj(z), (JP (z))j)Hj

)
= (Pn(z), cnPn+1(z))Hn − (cnPn+1(z), Pn(z))Hn) .

Since P0(z) = 1 we get from (6.26) that

|z − z̄| ≤ |z − z̄|
n∑
j=0

‖Pj(z)‖2Hj ≤ 2‖cn‖‖Pn(z)‖C2‖Pn+1(z)‖C2 ,

therefore,
‖cn‖−1 ≤ 2‖Pn(z)‖C2‖Pn+1(z)‖C2 |z − z̄|−1.

Using this inequality, (6.24), and the identity ‖cn‖ = ‖a∗n‖ = ‖an‖ we get

∞ =
∞∑
n=1

1
‖an‖

≤ 2|z − z̄|−1
∞∑
n=1

‖Pn(z)‖C2‖Pn+1(z)‖C2

≤ 2|z − z̄|−1

( ∞∑
n=1

‖Pn(z)‖2C2

)1/2( ∞∑
n=1

‖Pn+1(z)‖2C2

)1/2
≤ 2|z − z̄|−1

∞∑
n=0

‖Pn(z)‖2Hn .

Therefore the series (6.2) is divergent and our operator J is selfadjoint. �

7. A connection between the strong moment problem and spectral
theory of Jacobi-Laurent matrices

For the classical moment problem, a connection between such a problem and spectral
theory of operators and Jacobi matrices is well known (see, e.g. [1], Ch. 4). A more
precise and a solid description of such a connection with Jacobi matrices is given in [4],
Ch. 8, Section 5, Subsections 4,5. We repeat now it in some another terms.

Let s = (sn)∞n=0, sn ∈ R, be some sequence of real numbers. As it was said in the
Introduction, this sequence is called a moment sequence if the Borel measure dρ(λ) on
R exists such that

(7.1) sn =
∫
R

λn dρ(λ), n ∈ N0.

The classical theorem about moments sn asserts that representation (7.1) exists iff the
sequence s is positive definite, i.e., for an arbitrary finite sequence f = (fn)∞n=0, fn ∈ C,
we have

∞∑
j,k=0

sj+kfj f̄k ≥ 0.
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So, let us have a moment sequence s with representation (7.1). Consider the space
L2(R, dρ(λ)) = L2 and the operator Â of multiplication on λ in this space, (ÂF )(λ) =
λF (λ), where F ∈ L2 belongs to Dom(Â) that consists of all ordinary polynomials of
λ with complex coefficients. Every such polynomial F (λ) belongs to L2 and ÂF is well
defined, since all the functions

(7.2) λm, m ∈ N0,

are summable according to (7.1). We assume that they are linearly independent in L2

(i.e. we consider the nondegenerate moment problem (7.1)) and the set (7.2) is total in
L2. The defined above operator Â always is Hermitian.

Apply the usual Gram-Schmidt procedure of orthogonalization with real coefficients
to the functions 1, λ, λ2, . . .. We get, as a result, the sequence of polynomials

P0(λ) = 1, P1(λ), P2(λ), . . .

(polynomials of the first kind) which make an orthonormal basis in L2. Then we can
go, from L2, to the ordinary space l2 of sequences (fn)∞n=0, fn ∈ C1. Our operator Â
becomes, as it is easy to understand, a usual symmetric Jacobi matrix

(7.3)


b0 a0 0 0 0 . . .
a0 b1 a1 0 0 . . .
0 a1 b2 a2 0 . . .
0 0 a2 b3 a3 . . .
...

...
...

...
...

. . .

 ,

acting in the space l2 at first on vectors from lfin ⊂ l2. Its real elements an, bn are
calculated by classical formulas of type (4.2). It is essential, as it easy to understand,
that the formulas for an, bn can be rewritten in terms of the given moments sn, n ∈ N0

as follows: we orthogonalize the sequence λn, n ∈ N0.
So, we can construct the Jacobi matrix J immediately by giving moments sn, n ∈ N0.
In the case of essential selfadjointness of Â, the operator J generated in l2 by J (7.3) on

lfin is selfadjoint (after being closed) and its spectral measure is equal to a given earlier
dρ(λ). Conversely, let us first have some matrix J and construct the corresponding
operator J in l2 and let it be selfadjoint with some spectral measure dρ(λ). Then for the
numbers sn, constructed from (an, bn)∞n=0 by a procedure inverse to the one mentioned
above, we get a representation (7.1) (it is necessary to take Jn; ∀n ∈ N0, sn = (Jne0, e0)l2 .
e0 = (1, 0, 0, . . .)).

In the case of nonselfadjointness of Â in L2, it is necessary to take selfadjoint extensions
of operator J in l2 (or extend it to a larger space). For every such an extension we have
the measure dρ(λ) in (7.1), but this measure is not unique for a given s. Every such
so-called “orthogonal” measure is defined by some selfadjoint extension of J in l2. So, if
we apply the description of all extensions in l2 (it exists in the classical theory of Jacobi
matrices), as a result we get a description of all “orthogonal” measures dρ(λ), which give
a representation for given moment sequence s = (sn)∞n=0.

This classical scheme can be easily repeated for the considered strong moment sequence
s = (sn)∞n=−∞ (3.1) and the Jacobi-Laurent matrices (4.26), (4.43). Assume for simplicity
that the sequence s is nondegenerate. We prove the following result.

Theorem 14. Let s = (sn), n ∈ Z, be a strong moment sequence and (3.1) its repre-
sentation by an integral with some Borel measure dρ(λ). We assume that the measure in
(3.1) is such that the set {λm, m ∈ Z} is total in L2(R, dρ(λ)).

Connect with s a Jacobi-Laurent matrix J by the rule which will be described below.
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Consider now in the space l2 (5.30) the operator J constructed by (5.6). Assume
that this operator is essentially selfadjoint. Then its spectral measure equals the measure
dρ(λ) in the representation (3.1).

If the operator J is only Hermitian, then for every its selfadjoint extension in l2,
the corresponding spectral measure is one of the measures dρ(λ) in representation (3.1).
Taking all such extensions (see Theorem 12) we get all measures in (3.1) for the fixed s.
The correspondence between the extensions and the measures is one-to-one.

The rule of constructing the matrix J from s is the following. Introduce the finite-
dimensional matrices and their determinants for k ∈ N0,

H
(l)
k =


sl sl+1 . . . sl+k
sl+1 sl+2 . . . sl+k+1

. . . . . . . . . . . .
sl+k sl+k+1 . . . sl+2k

 , gk := DetH(−2k)
2k ≥ 0,

hk := DetH(−2k)
2k−1 ≥ 0,

and ∀n ∈ N write the Laurent polynomials Rn(λ) = (Rn;0(λ), Rn;0(λ)) ∈ C2, λ ∈ R,
where

(7.4)

Rn;0(λ) = −(gnhn−1)1/2Det


s−2n−1 s−2n . . . s0

s−2n s−2n+1 . . . s1

. . . . . . . . . . . .
s−1 s0 . . . s2n

λ−n−1 λ−n . . . λn

 ,

Rn;1(λ) = (gnhn)1/2Det


s−2n s−2n+1 . . . s0

s−2n+1 s−2n+2 . . . s1

. . . . . . . . . . . .
s−1 s0 . . . s2n−1

λ−n λ−n+1 . . . λn

 ,
R0;0(λ) = 1.

On the other hand, on the linear set L of Laurent polynomials introduce a scalar
product (·, ·)S by putting ∀R, T ∈ L,

(7.5) (R, T )S =
∑
j,k∈Z

sj+krj t̄k, R(λ) =
∑
j∈Z

rjλ
j , T (λ) =

∑
k∈Z

tkλ
k.

The elements aj,k;α,β of the matrix J are introduced by defining

(7.6) aj,k;α,β = (λRk;β(λ), Rj;α(λ))S , j, k ∈ N0, α, β = 0, 1.

Proof. At first we note representation (3.1) shows that the scalar product (7.5) is equal
to the scalar product in L2(R, dρ(λ)) (the nondegeneracy of s gives that (·, ·)S is a scalar
product, not quasiscalar). Therefore formulas (7.6) are the same as (4.12).

The condition of totality in L2(R, dρ(λ)) of the set (4.30) for m ∈ N0 has been as-
sumed. Therefore, we can apply to our case the constructions of Section 4,5. It is clear
that our Laurent polynomials (7.4) are equal to polynomials of the first kind Pn;α(λ),—
formulas (7.4) can be easily obtained by calculating orthonormal polynomials via the
Gram-Schmidt procedure from sequence (4.3) and using the notations (3.1) for the inte-
grals (such formulas can be found, for example, in [21]). As it follows from Theorem 8,
every function R 3 λ 7−→ λm, m ∈ Z, belongs to L2(R, dρ(λ)) w.r.t. any spectral measure
dρ(λ). Therefore, every selfadjoint extension in l2 of the operator J constructed from J
of type (7.6) gives some spectral measure dρ(λ) for which the representation (3.1) holds.
Since we can describe such extensions (see Theorem 12 and the corresponding discussion
in Section 6), we can get a description of all measures from (3.1) with a given s and such
that the set (4.30) for m ∈ N0 is total in L2(R, dρ(λ)). �



THE STRONG HAMBURGER MOMENT PROBLEM . . . 237

8. Two addition facts

In this short Section we will touch upon two types of results: 1) In what manner the
representation (1.1), i.e., the main result of Theorem 4 and the corresponding result of
works [20, 21, 27] is a particular case of one old general theorem, published in [4]; 2)
We explain the way of getting results of type Sections 2–7 for matrix strong moment
problem.

1) We will use in 1) notations similar to the book [4]. Consider, for a sequences of
complex numbers f = (fn), n ∈ Z, the difference expression of order r ∈ N,

(8.1) (Lf)j =
r+∑

α=r−

aj,αfj+α, j ∈ Z.

Here aj,α ∈ C, the expansion r = r−+r+, r−, r+ ∈ N0, is fixed. Let K = (Kj,k), j, k ∈ Z,
Kj,k ∈ C, be a some positive definite kernel (a matrix), i.e., the following inequality for
an arbitrary finite sequence f = (fj), j ∈ Z, takes place:

(8.2)
∑
j,k∈Z

Kj,kfj f̄k ≥ 0.

Such a kernel generates, on the set lfin of finite sequences, a (quasi) scalar product (·, ·)K
and a norm ‖ · ‖K for which ‖f‖2K is given by (8.2). The corresponding Hilbert space
will be denoted by HK .

Let the kernel K and the expression L be ∗-commuting, i.e., the following equality
takes place on Z× Z:

(8.3) L(j)K = L̄(k)K.

Here (j)((k)) means that L of the form (8.1) acts on K = (Kj,k), j, k ∈ Z, at the index
j(k).

The main result of the theory of positive definite kernels K which are ∗-commuting
with the expression L is a representation of K by an integral on fundamental solution of
the difference equation

(8.4) (Lf)j = λfj , j ∈ N; λ ∈ R.

Recall that a system of r solutions on j ∈ N of (8.4), χj;α(λ), α = 0, 1, . . . , r − 1, is
called fundamental if these solutions satisfy the following initial data with some fixed
p ∈ Z:

χj;α(λ) = δj,p−r−+α, j = p− r−, . . . , p+ r+ − 1, α = 0, 1, . . . , r − 1

with standard notation δm,n (the fundamental system of solution “with initial data near
the point p”).

It is easy to give conditions on the coefficients aj,α of expression L (8.1) which guar-
antee existence of such fundamental solutions. We assume that such solutions exist for
p = 0.

The following theorem is true (see [4], Ch. 8, Theorem 5.1).

Theorem 15. A positive definite kernel K = (Kj,k), j, k ∈ Z, has the following repre-
sentation by the fundamental system χj;α(λ), j ∈ Z, α = 0, 1, . . . , r − 1, λ ∈ R,

(8.5) Kj,k =
∫
R

r−1∑
α,β=0

χj;α(λ)χk;β(λ) dρα,β(λ), j, k ∈ Z,

with a nonnegative r × r-matrix measure dρ(λ) = (dρα,β(λ))r−1
α,β=0 on B(R) iff K and L

are connected by equality (8.3). The measure in (8.5) is defined by K uniquely iff the
closure of the operator in the space HK , lfin 3 f 7−→ Lf ∈ lfin is maximal.
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The proof of this theorem is similar to the proof of Theorem 4 and is based on Theo-
rem 1; it is given in [4].

The representation (3.1) is a particular case of Theorem 15,— it is necessary to take
L (8.1) of the form

(8.6)
(Lf)j = fj−1, j ∈ Z,

( i.e. p = 0, r = 1, r− = 1, r+ = 0, aj,α = 1, j ∈ Z, α = 0).

Now ∀j, k ∈ Z, Kj,k = sj+k, condition (8.3) for L (8.6) and for this K is fulfilled. Now
r = 1, χj;0(λ) = λj , j ∈ Z, and the matrix measure dρ(λ) = dρ0,0(λ) is an ordinary
probability measure. The representation (8.5) becomes (3.1).

Note that this partial case was not considered in [4], but a similar situation for the
ordinary classical moment problem was considered,— in [4], Ch. 8, Section 5, Subsec-
tion 4, it was explained that this moment problem is a particular case of an analog of
Theorem 15, Theorem 5.2 from [4], Ch. 8.

2) Let us now consider a strong matrix moment problem. We fix some separable
Hilbert space H and consider an operator-valued measure dρ(λ) on R. More exactly we
have the mapping B(R) 3 ∆ 7−→ ρ(∆), where ρ(∆) is a nonnegative operator on H,
ρ(R) = 1 and ∀u ∈ H (ρ(∆)u, u)H is an ordinary measure on B(R).

It is easy to introduce the integral
∫
R
F (λ) dρ(λ) for the scalar-valued function R 3

λ 7−→ F (λ) ∈ C, the value of this integral is an operator in H. This operator can be
bounded or not. For a more detailed account of these questions see, e.g., [4], Ch. 7. In
what follows the set of all bounded operators in H we will denoted by L(H).

The strong operator moment problem is formulated as follows: let s = (sn), n ∈ Z,
be some sequence of bounded operators in the space H, i.e., sn ∈ L(H), n ∈ Z. These
operators are called moments if we have a representation of type (3.1),

(8.7) sn =
∫
R

λn dρ(λ) ∈ L(H), n ∈ Z,

but with measure dρ(λ), which is an introduced above, is an operator-valued measure.
If in (8.7) only n ∈ N0 ⊂ Z, then we have the classical operator moment problem. If
dim(H) <∞, then the corresponding problem are called matrix.

There are many article were devoted to an investigation of the operator moment
problem, but in a majority of them, the authors investigate the matrix and the classical
cases, not the strong problem. We mention here only some of these works, [24, 4, 18, 33,
34, 35, 37].

In this article we only demonstrate the above approach, discussed in Sections 3–7.
Analogously to the condition (3.2) of positivity, we will say that a sequence s = (sn),
n ∈ Z, sn ∈ L(H), is positive definite, if for an arbitrary finite sequence f = (fn), n ∈ Z,
fn ∈ H, we have

(8.8)
∑
j,k∈Z

(sj+kfk, fj)H ≥ 0

(for H = C1 this condition is the same as (3.2)).
We formulate now a generalization of Theorem 4 in the simplest case where H is finite

dimensional, H = Cd, d ∈ N, and in addition, every matrix sn, n ∈ Z, acting in the
space Cd, has real elements (in every case it is Hermitian, this follows from (8.8), but we
demand that it be real). The following result takes place.

Theorem 16. A matrix sequence s = (sn), n ∈ Z, sn ∈ L(Cd), with real matrix elements
is a strong moment sequence, i.e., representation (8.7) with some operator-valued measure
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dρ(λ) with real matrix valued ρ(∆), ∆ ∈ B(R), holds iff it is a positive definite sequence,
i.e., the condition (8.8) is fulfilled.

Proof. It is similar to the proof of Theorem 4 and we only indicate necessary changes.
Introduce the linear set lfin(H) = lfin(Cd) of finite sequences f = (fn), n ∈ Z, of

vectors fn ∈ H = Cd. According to (8.8) we introduce into lfin(H) a (quasi)scalar
product,

(f, g)S(H) :=
∑
j,k∈Z

(sj+kfk, gj)H , f, g ∈ lfin(H).

Let S(H) be the corresponding Hilbert space (with factorization of the set lfin(H) if
needed). In our case this space is “real”: ∀f ∈ S(H) the mapping f 7−→ f̄ ∈ S(H) exists
and ∀f, g ∈ S(H), (f̄ , ḡ)S(H) = (f, g)S(H), ¯̄f = f . This fact follows since sn, n ∈ Z, is
real.

As in Section 3 we define on f ∈ lfin(H) the operator of type (3.5):

(Jf)j = fj−1, j ∈ Z; Dom(J) = lfin(H).

As in (3.7) we check that this operator J is Hermitian in the space S(H).
Riggings of type (3.8) and (3.10) are constructed similarly to the proof of Theorem

4, since H = Cd is finite-dimensional, the imbedding of type l2(p) ↪→ l2 can be made
quasinuclear by taking the sequence (pn), n ∈ Z, to be increasing to ∞ sufficiently fast.

The other parts of the proof of our theorem is similar to the proof of Theorem 4. At
first we take some selfadjoint extension A in the space S(H) of the operator J . This is
possible, since the deficiency numbers of J are equal. Then it is necessary to use some
generalization of Theorem 2,— instead of one vector q it is necessary to take d vectors of
type (1, 0, . . . , 0), (0, 1, . . . , 0), . . ., (0, 0, . . . , 1) ∈ Cd. The spectral measure dσ(λ) must
now be matrix-valued. It is possible also to apply, instead of such a variant of Theorem 2,
directly Theorem 1. �

If the matrices sn, n ∈ Z, are only Hermitian, it is necessary to add to the conditions
of Theorem 16 the equality of the deficiency numbers of the operator J .

Remark 5. The situation if dim(H) = ∞ is more complicated. For a construction of
quasinuclear rigging of type l2(p) ↪→ l2 (the spaces of sequences (fn), n ∈ Z) now an
increase of the weight p = (pn), n ∈ Z, to ∞ is not sufficient. It is necessary to take,
for the space of type l2(p), (l2) that are sequences of vectors from H1 (H2) and the
following embedding H1 ↪→ H2 must be quasinuclear. Such a situation requires a change
in the formulation of a theorem like Theorem 16.

An analog of Theorem 16, of course, is true for the classical matrix moment prob-
lem. In this case, the corresponding spectral theory for block Jacobi matrix is partially
constructed (see [4], Ch. 7). Now the situation is more complicated,— the deficiency
numbers can be equal to p ∈ N0 (see [18]).

For the strong matrix moment problem, some results similar to the ones obtained in
Sections 3–7 are contained in the works [33, 34, 35, 37].

Acknowledgments. The authors are very grateful to V. A. Derkach for essential re-
marks.
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2. Yu. M. Berezanskĭı, Generalization of Bochner’s theorem to expansions according to eigenfunc-

tions of partial differential equations, Dokl. Akad. Nauk SSSR 110 (1956), 893–896. (Russian)
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