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#### Abstract

The abstract interpolation problem (AIP) in the Schur class was posed by V. Katznelson, A. Kheifets, and P. Yuditskii in 1987. In the present paper we consider an analog of AIP for the generalized Nevanlinna class $N_{\kappa}(\mathcal{L})$ in the nondegenerate case. We associate with the data set of the AIP a symmetric linear relation $\widehat{A}$ acting in a Pontryagin space. The description of all solutions of the AIP is reduced to the problem of description of all $\mathcal{L}$-resolvents of this symmetric linear relation $\widehat{A}$. The latter set is parametrized by application of the indefinite version of Kreйn's representation theory for symmetric linear relations in Pontryagin spaces developed by M. G. Kreĭn and H. Langer in [22] and a formula for the $\mathcal{L}$-resolvent matrix obtained by V. Derkach and M. Malamud in [11].


## 1. Introduction

The abstract interpolation problem (AIP) was posed by V. Katznelson, A. Kheifets, and P. Yuditskii in [15] as an extension of the V. P. Potapov's approach to interpolation problems [19]. A description of the set of all solutions of the AIP was reduced in [15] to the description of all scattering matrices of unitary extensions of a given partial isometry $V$ ([4]). In several papers ([5], [24], [17], [16]) it was shown that many problems of analysis, such as the bitangential interpolation problem, moment problem, lifting problem, and others can be included into the general scheme of the AIP.

A parallel version of the AIP for the Nevanlinna class $N(\mathcal{L})$ was considered by V. A. Derkach in [10]. The class $N[\mathcal{L}]$ consists of all operator valued functions $m(\lambda)$ which are holomorphic in the upper halfplane $\mathbb{C}_{+}$and take values in the set $[\mathcal{L}]$ of bounded linear operators in a Hilbert space $\mathcal{L}$, such that the kernel

$$
\begin{equation*}
\mathrm{N}_{\omega}^{m}(\lambda)=\frac{m(\lambda)-m(\omega)^{*}}{\lambda-\bar{\omega}} \tag{1.1}
\end{equation*}
$$

is nonnegative on $\mathbb{C}_{+}$. In the present paper we consider an analog of AIP for the generalized Nevanlinna class $N_{\kappa}(\mathcal{L})([21])$ in the non-degenerate case.

The kernel $\mathrm{N}_{\omega}^{m}(\lambda)$ is said to have $\kappa$ negative squares and it is written $s q_{-} \mathrm{N}=\kappa$ if for any choice set of points $\omega_{1}, \ldots, \omega_{n}$ in $\Omega$ and vectors $u_{1}, \ldots, u_{n}$ the quadratic form

$$
\left[\left(\mathrm{N}_{\omega_{j}}\left(\omega_{i}\right) u_{j}, u_{i}\right)_{\mathcal{L}}\right]_{i, j=1}^{n}
$$

has at most $\kappa$ negative eigenvalues, and for some choice of $n, \omega_{j}, u_{j}$ it has exactly $\kappa$ negative squares $([1])$. Remind that the class $N_{\kappa}(\mathcal{L})$ consists of operator valued functions $m(\lambda)$ meromorphic in $\mathbb{C}_{+} \cup \mathbb{C}_{-}$such that $m(\bar{\lambda})=m(\lambda)^{*}$ and the kernel (1.1) has $\kappa$ negative squares on the domain of holomorphy $\mathfrak{h}_{m}$ of the function $m$.

[^0]Let $\mathcal{H}(m)$ be the Pontryagin space of vector valued functions meromorphic in $\mathbb{C} \backslash \mathbb{R}$ with the reproducing kernel $\mathrm{N}_{\omega}^{m}(\lambda)$ (see [7], [3]). This space is characterized by the properties:
(1) $\mathrm{N}_{\omega}^{m}(\cdot) u \in \mathcal{H}(m)$ for all $\omega \in \mathbb{C} \backslash \mathbb{R}$ and $u \in \mathcal{L}$;
(2) for every $f \in \mathcal{H}(m)$ the following identity holds

$$
\begin{equation*}
\left\langle f(\cdot), \mathrm{N}_{\omega}^{m}(\cdot) u\right\rangle_{\mathcal{H}(m)}=u^{*} f(\omega), \quad \omega \in \mathbb{C} \backslash \mathbb{R}, \quad u \in \mathcal{L} \tag{1.2}
\end{equation*}
$$

Let $\mathcal{X}$ be a complex linear space, let $\mathcal{L}$ be a Hilbert space, let $B_{1}, B_{2}$ be linear operators in $\mathcal{X}$, let $C_{1}, C_{2}$ be linear operators from $\mathcal{X}$ to $\mathcal{L}$ and let $K$ be a nonnegative sesquilinear form on $\mathcal{X}$ which has $\nu$ negative squares. Consider the following indefinite analog of the AIP.

Problem $A I P_{\kappa}\left(B_{1}, B_{2}, C_{1}, C_{2}, K\right)$. Let the data set $\left(B_{1}, B_{2}, C_{1}, C_{2}, K\right)$ satisfies the assumptions
(A1) $K\left(B_{2} h, B_{1} g\right)-K\left(B_{1} h, B_{2} g\right)=\left(C_{1} h, C_{2} g\right)_{\mathcal{L}}-\left(C_{2} h, C_{1} g\right)_{\mathcal{L}} \quad \forall h, g \in \mathcal{X}$;
(A2) $\operatorname{ker} K=\{0\}$, where $\operatorname{ker} K=\{h \in \mathcal{X}: K(h, u)=0 \quad \forall u \in \mathcal{X}\}$.
Find a function $m(\lambda)$ from the class $N_{\kappa}(\mathcal{L})$ such that for some linear mapping $F: \mathcal{X} \rightarrow$ $\mathcal{H}(m)$ the following conditions hold for all $h \in \mathcal{X}$ :
$\left(F B_{2} h\right)(\lambda)-\lambda\left(F B_{1} h\right)(\lambda)=\left[\begin{array}{ll}I_{\mathcal{L}} & -m(\lambda)\end{array}\right]\left[\begin{array}{l}C_{1} h \\ C_{2} h\end{array}\right]$
(C2) $\langle F h, F h\rangle_{\mathcal{H}(m)} \leq K(h, h)$.
Note that the condition $\nu \leq \kappa$ is necessary for the solvability $A I P_{\kappa}$ (see Remark 3.1).
Define the Pontryagin space $\mathcal{H}$ as the completion of $\mathcal{X}$ endowed with the scalar product

$$
\begin{equation*}
\langle h, g\rangle_{\mathcal{H}}=K(h, g), \quad h, g \in \mathcal{X} \tag{1.3}
\end{equation*}
$$

We identify the linear operators $B_{1}, B_{2}: \mathcal{X} \rightarrow \mathcal{X}$ with the linear operators $B_{1}, B_{2}$ : $\mathcal{X} \rightarrow \mathcal{H}$.

In the present paper we will use the notion of a linear relation in a Pontryagin space $\mathfrak{H}$. Recall, that a subspace $T$ of $\mathfrak{H}^{2}$ is called the linear relation in $\mathfrak{H}$. For a linear relation $T$ in $\mathfrak{H}$ the symbols dom $T$, $\operatorname{ker} T, \operatorname{ran} T$, and mul $T$ stand for the domain, kernel, range, and the multivalued part, respectively, (see [1]). The adjoint $T^{*}$ is the closed linear relation in $\mathfrak{H}$ defined by

$$
T^{*}=\left\{\{h, k\} \in \mathfrak{H}^{2}:\langle k, f\rangle_{\mathfrak{H}}=\langle h, g\rangle_{\mathfrak{H}},\{f, g\} \in T\right\} .
$$

Recall that a linear relation $T$ in $\mathfrak{H}$ is called symmetric (selfadjoint), if $T \subset T^{*}\left(T=T^{*}\right.$, respectively).

It follows from (A1) that the linear relation

$$
\widehat{A}=\left\{\left\{\left[\begin{array}{l}
B_{1} h \\
C_{1} h
\end{array}\right],\left[\begin{array}{l}
B_{2} h \\
C_{2} h
\end{array}\right]\right\}: h \in \mathcal{X}\right\}
$$

is symmetric in $\mathcal{H} \oplus \mathcal{L}$.
Let us impose some additional assumptions on the data set
(A3) $B_{2}=I_{\mathcal{X}}$ and the operators $B_{1}: \mathcal{X} \subseteq \mathcal{H} \rightarrow \mathcal{H}, C_{1}, C_{2}: \mathcal{X} \subseteq \mathcal{H} \rightarrow \mathcal{L}$ are bounded.
(A4) for some choice of $\lambda_{j} \in \mathbb{C}_{+}(j=1, \ldots, \kappa)$ the following condition holds:

$$
\operatorname{ker}\left[\begin{array}{lllll}
C_{2}^{*} & \left(1-\lambda_{1} B_{1}^{*}\right)^{-1} C_{2}^{*} & \left(1-\lambda_{2} B_{1}^{*}\right)^{-1} C_{2}^{*} & \cdots & \left(1-\lambda_{\kappa} B_{1}^{*}\right)^{-1} C_{2}^{*}
\end{array}\right]=\{0\}
$$

The main result of the paper is the following description of all solutions of the $A I P_{\kappa}$.
Theorem 1.1. Let the data set $\left(B_{1}, B_{2}, C_{1}, C_{2}, K\right)$ satisfy the assumptions (A1)-(A4). Then the Problem $A I P_{\kappa}\left(B_{1}, B_{2}, C_{1}, C_{2}, K\right)$ is solvable and the set of its solutions $m(\lambda)$ is parameterized as follows

$$
m(\lambda)=P_{\mathcal{L}}(\widetilde{A}-\lambda)^{-1} \upharpoonright_{\mathcal{L}}\left(I_{\mathcal{L}}+\lambda P_{\mathcal{L}}(\widetilde{A}-\lambda)^{-1} \upharpoonright_{\mathcal{L}}\right)^{-1}
$$

where $\widetilde{A}$ ranges over the set of all selfadjoint $\mathcal{L}$-regular extensions of $\widehat{A}$ with the exit in a Pontryagin space $\widetilde{\mathcal{H}} \oplus \mathcal{L} \supset \mathcal{H} \oplus \mathcal{L}$. The corresponding linear mapping $F: \mathcal{X} \rightarrow \mathcal{H}(m)$ is given by

$$
(F h)(\lambda)=P_{\mathcal{L}}(\widetilde{A}-\lambda)^{-1} h, \quad h \in \mathcal{X}
$$

Due to Theorem 1.1 the description of all solutions $m$ of the $A I P_{\kappa}\left(B_{1}, B_{2}, C_{1}, C_{2}, K\right)$ is reduced to the problem of description of all $\mathcal{L}$-regular $\mathcal{L}$-resolvents of the linear relation $\widehat{A}$. The latter description goes back to M. G. Krê̆n in [20] (see also [23], [11]).

The pair $\{p, q\}$ of the $[\mathcal{L}]$-valued function is called the Nevanlinna pair if the functions $p(\cdot), q(\cdot)$ are holomorphic on $\mathbb{C}_{ \pm}$and such that
(i) $\mathrm{N}_{\omega}^{p q}(\lambda)=\frac{q(\bar{\lambda})^{*} p(\bar{\omega})-p(\bar{\lambda})^{*} q(\bar{\omega})}{\lambda-\bar{\omega}}$ is nonnegative on $\mathbb{C}_{+}$;
(ii) $q(\bar{\lambda})^{*} p(\lambda)-p(\bar{\lambda})^{*} q(\lambda)=0, \lambda \in \mathbb{C}_{ \pm}$;
(iii) $0 \in \rho(p(\lambda)-\lambda q(\lambda)), \lambda \in \mathbb{C}_{ \pm}$.

The set of Nevanlinna pairs of $[\mathcal{L}]$-valued functions is denoting by $\mathbf{N}(\mathcal{L})$. Two Nevanlinna pairs $\{p, q\}$ and $\left\{p_{1}, q_{1}\right\}$ are said to be equivalent if $p_{1}(\lambda)=p(\lambda) \chi(\lambda)$ and $q_{1}(\lambda)=$ $q(\lambda) \chi(\lambda)$ for some operator function $\chi(\cdot) \in[\mathcal{L}]$, which is holomorphic and invertible on $\mathbb{C}_{ \pm}$. The set of all equivalence classes of Nevanlinna pairs in $\mathcal{L}$ will be denoted by $\widetilde{\mathbf{N}}(\mathcal{L})$.

Define the operator valued function $\Theta$ by the formula

$$
\Theta(\lambda)=\left[\begin{array}{ll}
\theta_{11}(\lambda) & \theta_{12}(\lambda)  \tag{1.4}\\
\theta_{21}(\lambda) & \theta_{22}(\lambda)
\end{array}\right]=I_{\mathcal{L} \oplus \mathcal{L}}-\lambda\left[\begin{array}{l}
C_{1} \\
C_{2}
\end{array}\right]\left(I_{\mathcal{H}}-\lambda B_{1}\right)^{-1}\left[-C_{2}^{*} \quad C_{1}^{*}\right] .
$$

Theorem 1.2. Let the $A I P_{\kappa}$ data set $\left(B_{1}, B_{2}, C_{1}, C_{2}, K\right)$ satisfy the assumptions (A1)(A4) $\kappa=\nu$, and let $\Theta(\lambda)$ be defined by (1.4). Then the formula

$$
\begin{equation*}
m(\lambda)=\left(\theta_{11}(\lambda) q(\lambda)+\theta_{12}(\lambda) p(\lambda)\right)\left(\theta_{21}(\lambda) q(\lambda)+\theta_{22}(\lambda) p(\lambda)\right)^{-1} \tag{1.5}
\end{equation*}
$$

establishes a one-to-one correspondence between the set of all solutions $m(\lambda)$ of the AI $P_{\kappa}\left(B_{1}, B_{2}, C_{1}, C_{2}, K\right)$ and the set of all equivalence classes of Nevanlinna pairs $\{p, q\} \in$ $\widetilde{\mathbf{N}}(\mathcal{L})$ such that the function $m$ defined by the formula (1.5) belongs to the class $N_{\kappa}(\mathcal{L})$.

The assertions of Theorem 1.1 and Theorem 1.2 remain valid under less restrictive assumptions. Namely, (A1)-(A2) for Theorem 1.1, and (A1)-(A3) for Theorem 1.2. However, in this case the problem $A I P_{\kappa}$ should be considered in the class of the multivalued $N_{\kappa}$-functions i.e. the $N_{\kappa}$-pairs (see Definition 2.1).

The paper is organized as follows. In Section 2 we recall the definition of the class of $N_{\kappa}$-pairs $\widetilde{\mathbf{N}}_{\kappa}(\mathcal{L})$. To each selfadjoint linear relation $\widetilde{A}$ and a scale spaces $\mathcal{L}$ we associate an $N_{\kappa}$-pair $\{\varphi, \psi\}$, which is normalized by the condition $\varphi(\lambda)-\lambda \psi(\lambda)=I_{\mathcal{L}}$, by the formula

$$
\begin{equation*}
\psi(\lambda):=\left.P_{\mathcal{L}}(\widetilde{A}-\lambda)^{-1}\right|_{\mathcal{L}}, \quad \varphi(\lambda):=I_{\mathcal{L}}+\left.\lambda P_{\mathcal{L}}(\widetilde{A}-\lambda)^{-1}\right|_{\mathcal{L}}, \quad \lambda \in \rho(\widetilde{A}) \tag{1.6}
\end{equation*}
$$

Conversely, given an $N_{\kappa}$-pair $\{\varphi, \psi\}$ we construct a functional model for a selfadjoint linear relation $\widetilde{A}=A(\varphi, \psi)$ such that the pair $\{\varphi, \psi\}$ is related to $A(\varphi, \psi)$ via (1.6). The main results of this part were presented by the author in [26]. In Section 3 we formulate the AIP in the classes of $N_{\kappa}$-pairs. In this section we prove a structure theorem for the solutions of the $A I P_{\kappa}$. In Section 4 we give explicit formulas describing all solutions of the problem in terms of the $N_{\kappa}$-pair. In this section we study the uniqueness of the construction of the map $F$ via a solution of the $A I P_{\kappa}$. In Section 5 we prove the main results of this paper Theorem 1.1 and Theorem 1.2.

Applications of these results to an indefinite moment problem will be presented in another paper.

## 2. Functional model of a selfadjoint linear relation

2.1. Generalized Nevanlinna pairs. Let $\mathcal{L}$ be a Hilbert space.

Definition 2.1. A pair $\{\Phi, \Psi\}$ of $[\mathcal{L}]$-valued functions $\Phi(\cdot), \Psi(\cdot)$ meromorphic on $\mathbb{C} \backslash \mathbb{R}$ with a common domain of holomorphy $\mathfrak{h}_{\Phi \Psi}$ is said to be an $N_{\kappa}$-pair (generalized Nevanlinna pair) if
(i) the kernel

$$
\mathrm{N}_{\omega}^{\Phi \Psi}(\lambda)=\frac{\Psi(\bar{\lambda})^{*} \Phi(\bar{\omega})-\Phi(\bar{\lambda})^{*} \Psi(\bar{\omega})}{\lambda-\bar{\omega}}
$$

has $\kappa$ negative squares on $\mathfrak{h}_{\Phi \Psi}$;
(ii) $\Psi(\bar{\lambda})^{*} \Phi(\lambda)-\Phi(\bar{\lambda})^{*} \Psi(\lambda)=0$ for all $\lambda \in \mathfrak{h}_{\Phi \Psi}$;
(iii) for all $\lambda \in \mathfrak{h}_{\Phi \Psi} \cap \mathbb{C}_{+}$there exists $\mu \in \mathbb{C}_{+}$such that

$$
0 \in \rho(\Phi(\lambda)-\mu \Psi(\lambda)) \text { and } 0 \in \rho(\Phi(\bar{\lambda})-\bar{\mu} \Psi(\bar{\lambda}))
$$

Note that for $\kappa=0$ we get the definition of the Nevanlinna pair.
Two $N_{\kappa}$-pairs $\{\Phi, \Psi\}$ and $\left\{\Phi_{1}, \Psi_{1}\right\}$ are said to be equivalent, if $\Phi_{1}(\lambda)=\Phi(\lambda) \chi(\lambda)$ and $\Psi_{1}(\lambda)=\Psi(\lambda) \chi(\lambda)$ for some $[\mathcal{L}]$-valued function $\chi(\cdot)$, which is holomorphic and invertible on $\mathfrak{h}_{\Phi \Psi}$. The set of all equivalence classes of $N_{\kappa}$-pairs in $\mathcal{L}$ will be denoted by $\widetilde{\mathbf{N}}_{\kappa}(\mathcal{L})$. We will write, for short, $\{\Phi, \Psi\} \in \widetilde{\mathbf{N}}_{\kappa}(\mathcal{L})$ for the generalized Nevanlinna pair $\{\Phi, \Psi\}$.

If $\Phi(\lambda) \equiv I_{\mathcal{L}}$, where $I_{\mathcal{L}}$ is the identity operator in the space $\mathcal{L}$ then the Definition 2.1 means that $\Psi(\lambda)$ is an $N_{\kappa}(\mathcal{L})$-function in the sense of [21]. In this case the condition (iii) is satisfied automatically. Clearly, if $\{\Phi, \Psi\}$ is an $N_{\kappa}$-pair such that $0 \in \rho(\Phi(\lambda))$ $\lambda \in \mathfrak{h}_{\Phi \Psi}$, then it is equivalent to the pair $\left\{I_{\mathcal{L}}, \Psi(\lambda) \Phi(\lambda)^{-1}\right\}$, where $\Psi \Phi^{-1} \in N_{\kappa}(\mathcal{L})$.
Definition 2.2. An $N_{\kappa}$-pair $\{\varphi, \psi\}$ is said to be a normalized $N_{\kappa}$-pair if
(iii') $\varphi(\lambda)-\lambda \psi(\lambda) \equiv I_{\mathcal{L}}$ for all $\lambda \in \mathfrak{h}_{\varphi \psi}$.
Clearly, every $N_{\kappa}$-pair $\{\Phi, \Psi\}$ such that $0 \in \rho(\Phi(\lambda)-\lambda \Psi(\lambda))$ for $\lambda \in \mathfrak{h}_{\Phi \Psi}$ is equivalent to a unique normalized $N_{\kappa}$-pair $\{\varphi, \psi\}$ given by

$$
\begin{equation*}
\varphi(\lambda)=\Phi(\lambda)(\Phi(\lambda)-\lambda \Psi(\lambda))^{-1}, \quad \psi(\lambda)=\Psi(\lambda)(\Phi(\lambda)-\lambda \Psi(\lambda))^{-1} \tag{2.1}
\end{equation*}
$$

2.2. $N_{\kappa}$-pair corresponding to a selfadjoint linear relation and a scale. Let $\mathfrak{H}$ - be a vector space with a sesquilinear form $[\cdot, \cdot]_{\mathfrak{H}}: \mathfrak{H} \times \mathfrak{H} \rightarrow \mathbb{C}$. Two elements $u$ and $v$ of $\mathfrak{H}$ are said to be orthogonal if $[u, v]_{\mathfrak{H}}=0$. Similarly, two subspaces of $\mathfrak{H}$ are said to be orthogonal if every element of the first space is orthogonal to every element of the second. The linear space $(\mathfrak{H},[\cdot, \cdot])$ is called a Pontryagin space if there exists a direct orthogonal decomposition $\mathfrak{H}=\mathfrak{H}_{+} \oplus \mathfrak{H}_{-}$, where $\mathfrak{H}_{+}$is a Hilbert space with the form $[\cdot, \cdot]_{\mathfrak{H}}$ and $\mathfrak{H}_{-}$is a Hilbert space of finite dimension with the form $-[\cdot, \cdot]_{\mathfrak{H}}$. The space $\mathfrak{H}$ is called Pontryagin space with the negative index $\kappa\left(\Pi_{\kappa}\right.$-space $)$ if the dimension of $\mathfrak{H}_{-}$ is $\kappa<\infty([1])$.

Let $\mathcal{H}$ be a Pontryagin space and $\mathcal{L}$ be a Hilbert space.
Definition 2.3. A linear relation $\widetilde{A}=\widetilde{A}^{*}$ in $\mathcal{H} \oplus \mathcal{L}$ is said to be $\mathcal{L}$-minimal if

$$
\begin{equation*}
\mathcal{H}_{0}:=\overline{\operatorname{span}}\left\{P_{\mathcal{H}}(\widetilde{A}-\lambda)^{-1} \mathcal{L}: \lambda \in \rho(\widetilde{A})\right\}=\mathcal{H} \tag{2.2}
\end{equation*}
$$

where $P_{\mathcal{H}}$ is the orthogonal projection onto the Pontryagin space $\mathcal{H}$.
Definition 2.4. A linear relation $\widetilde{A}=\widetilde{A}^{*}$ in $\mathcal{H} \oplus \mathcal{L}$ is said to be $\mathcal{L}$-regular if $\mathcal{H} \ominus \mathcal{H}_{0}$ is a Hilbert space. Here $\mathcal{H}_{0}$ is defined by (2.2).

In the case of an isometric operator in a Pontryagin space the notion of $\mathcal{L}$-regularity was given in [9].

Let $\widetilde{A}$ be a selfadjoint linear relation in $\mathcal{H} \oplus \mathcal{L}$ and let $P_{\mathcal{L}}$ be the orthogonal projection onto the scale space $\mathcal{L}$. Define the operator valued functions

$$
\begin{equation*}
\varphi(\lambda):=I_{\mathcal{L}}+\lambda P_{\mathcal{L}}(\widetilde{A}-\lambda)^{-1} \upharpoonright_{\mathcal{L}}, \quad \psi(\lambda):=P_{\mathcal{L}}(\widetilde{A}-\lambda)^{-1} \upharpoonright_{\mathcal{L}} \quad(\lambda \in \rho(\widetilde{A})) . \tag{2.3}
\end{equation*}
$$

Clearly,

$$
\begin{equation*}
\varphi(\lambda)^{*}=\varphi(\bar{\lambda}), \quad \psi(\lambda)^{*}=\psi(\bar{\lambda}) \quad(\lambda \in \rho(\widetilde{A})) . \tag{2.4}
\end{equation*}
$$

Proposition 2.5. ([26]) Let $\mathcal{H}$ be a $\Pi_{\kappa}$-space, let $\mathcal{L}$ be a Hilbert space and let $\widetilde{A}$ be a selfadjoint linear relation in $\mathcal{H} \oplus \mathcal{L}$. The pair of operator valued functions $\{\varphi, \psi\}$ associated with $\widetilde{A}$ via (2.3) is a normalized $N_{\kappa^{\prime}}$-pair with $0 \leq \kappa^{\prime} \leq \kappa$. If, additionally, the linear relation $\widetilde{A}$ is $\mathcal{L}$-minimal then $\kappa^{\prime}=\kappa$.

Definition 2.6. The pair of operator valued functions $\{\varphi, \psi\}$ determined by (2.3) will be called the $N_{\kappa}$-pair corresponding to the selfadjoint linear relation $\widetilde{A}$ and the scale $\mathcal{L}$.

Note that for vector valued functions $\varphi(\lambda)$ and $\psi(\lambda)$ defined by (2.3) we have $\mathfrak{h}_{\varphi \psi}=$ $\mathfrak{h}_{\varphi}=\mathfrak{h}_{\psi}$.
2.3. Functional model of a selfadjoint linear relation. Consider the Pontryagin space $\mathcal{H}(\varphi, \psi)$ with the reproducing kernel $\mathrm{N}_{\omega}^{\varphi \psi}(\lambda)$. It follows from (1.2) that the evaluation operator

$$
E(\lambda): f \mapsto f(\lambda) \quad(f \in \mathcal{H}(\varphi, \psi))
$$

is a bounded operator from $\mathcal{H}(\varphi, \psi)$ to $\mathcal{L}$. Note also that the set of functions $\left\{\mathrm{N}_{\omega}^{\varphi \psi}(\cdot) u\right.$ : $\left.\omega \in \mathfrak{h}_{\varphi \psi}, u \in \mathcal{L}\right\}$ is total in $\mathcal{H}(\varphi, \psi)$ ([1]).

In [26] author constructed A functional model of a selfadjoint linear relation $\widetilde{A}$ connected with a given $N_{\kappa}$-pair $\{\varphi, \psi\}$. Recall the main results of this work.
Theorem 2.7. ([26]) Let $\mathcal{L}$ be a Hilbert space and let $\{\varphi, \psi\}$ be a normalized pair from $\widetilde{\mathbf{N}}_{\kappa}(\mathcal{L})$. Then the linear relation

$$
A(\varphi, \psi)=\left\{\left\{\left[\begin{array}{l}
f  \tag{2.5}\\
u
\end{array}\right],\left[\begin{array}{c}
f^{\prime} \\
u^{\prime}
\end{array}\right]\right\}: \begin{array}{c}
f, f^{\prime} \in \mathcal{H}(\varphi, \psi) ; u, u^{\prime} \in \mathcal{L} ; \\
f^{\prime}(\lambda)-\lambda f(\lambda)=\varphi(\lambda) u-\psi(\lambda) u^{\prime} \quad \lambda \in \mathfrak{h}_{\varphi \psi}
\end{array}\right\}
$$

is a selfadjoint linear relation in $\mathcal{H}(\varphi, \psi) \oplus \mathcal{L}$ and the pair $\{\varphi, \psi\}$ is the $N_{\kappa}$-pair corresponding to $A(\varphi, \psi)$ and $\mathcal{L}$.

Remark 2.8. The linear relation $A(\varphi, \psi)$ given by (2.5) is $\mathcal{L}$-minimal.
Remark 2.9. Let the function $m(\lambda)$ belong to the class $N_{\kappa}(\mathcal{L})$ and let the operator $I-\lambda m(\lambda)$ be invertible for all $\lambda \in \mathbb{C}_{ \pm} \cap \mathfrak{h}_{m}$. Then the pair $\left\{I_{\mathcal{L}}, m(\lambda)\right\}$ is equivalent to the normalized $N_{\kappa}$-pair

$$
\{\varphi, \psi\}=\left\{\left(I_{\mathcal{L}}-\lambda m(\lambda)\right)^{-1}, m(\lambda)\left(I_{\mathcal{L}}-\lambda m(\lambda)\right)^{-1}\right\},
$$

and the corresponding functional model can be rewritten as

$$
A(\varphi, \psi)=\left\{\left\{\left[\begin{array}{l}
g  \tag{2.6}\\
u
\end{array}\right],\left[\begin{array}{c}
g^{\prime} \\
u^{\prime}
\end{array}\right]\right\}: \begin{array}{c}
g, g^{\prime} \in \mathcal{H}(m) ; u, u^{\prime} \in \mathcal{L} ; \\
g^{\prime}(\lambda)-\lambda g(\lambda)=u-m(\lambda) u^{\prime} \quad \lambda \in \mathbb{C}_{ \pm} \cap \mathfrak{h}_{m}
\end{array}\right\}
$$

The functions $f, f^{\prime}$ from the functional model (2.5) are connected with the functions $g, g^{\prime}$ from the functional model (2.6) by the relationships

$$
g(\lambda)=(I-\lambda m(\lambda)) f(\lambda) \quad \text { and } \quad g^{\prime}(\lambda)=(I-\lambda m(\lambda)) f^{\prime}(\lambda) .
$$

Proposition 2.10. ([26]) For every normalized $N_{\kappa}$-pair $\{\varphi, \psi\}$ and $h \in \mathcal{H}(\varphi, \psi)$ the following identity holds:

$$
P_{\mathcal{L}}(A(\varphi, \psi)-\lambda)^{-1}\left[\begin{array}{l}
h  \tag{2.7}\\
0
\end{array}\right]=h(\lambda) \quad\left(\lambda \in \mathfrak{h}_{\varphi \psi}\right) .
$$

The operator $\mathcal{F}: \mathcal{H} \rightarrow \mathcal{H}(\varphi, \psi)$ given by the formula

$$
\begin{equation*}
h \mapsto(\mathcal{F} h)(\lambda)=P_{\mathcal{L}}(\widetilde{A}-\lambda)^{-1} h \quad(h \in \mathcal{H}) \tag{2.8}
\end{equation*}
$$

is called the generalized Fourier transform associated with $\widetilde{A}$ and the scale $\mathcal{L}$.
Theorem 2.11. ([26]) Let $\widetilde{A}$ be a selfadjoint linear relation in $\mathcal{H} \oplus \mathcal{L}$ and let $\{\varphi, \psi\}$ be the corresponding $N_{\kappa}$-pair and let $\mathcal{H}_{0}$ be defined by (2.2). Then the generalized Fourier transform $\mathcal{F}$ maps isometrically the subspace $\mathcal{H}_{0}$ onto $\mathcal{H}(\varphi, \psi)$ and $\mathcal{F}$ is identically equal to 0 on $\mathcal{H} \ominus \mathcal{H}_{0}$.
Corollary 2.12. Let the linear relation $\widetilde{A}$ be $\mathcal{L}$-minimal. Then it is unitary equivalent to the linear relation $A(\varphi, \psi)$ via the formula

$$
A(\varphi, \psi)=\left\{\left\{\left[\begin{array}{c}
\mathcal{F} f  \tag{2.9}\\
u
\end{array}\right],\left[\begin{array}{c}
\mathcal{F} f^{\prime} \\
u^{\prime}
\end{array}\right]\right\}:\left\{\left[\begin{array}{l}
f \\
u
\end{array}\right],\left[\begin{array}{l}
f^{\prime} \\
u^{\prime}
\end{array}\right]\right\} \in \widetilde{A}\right\} .
$$

The operator $\mathcal{F} \oplus I_{\mathcal{L}}$ establishes this unitary equivalence.
Proposition 2.13. ([26]) For every $\left\{\left[\begin{array}{l}f \\ u\end{array}\right],\left[\begin{array}{l}f^{\prime} \\ u^{\prime}\end{array}\right]\right\} \in \widetilde{A}$ the following identity holds:

$$
E(\lambda) \mathcal{F}\left(f^{\prime}-\lambda f\right)=\left[\begin{array}{ll}
\varphi(\lambda) & -\psi(\lambda)
\end{array}\right]\left[\begin{array}{c}
u  \tag{2.10}\\
u^{\prime}
\end{array}\right]
$$

## 3. Solubility of the abstract interpolation problem

3.1. Formulation of the problem. Let $\mathcal{X}$ be a complex linear space, let $\mathcal{L}$ be a Hilbert space, let $B_{1}, B_{2}$ be linear operators in $\mathcal{X}$, let $C_{1}, C_{2}$ be linear operators from $\mathcal{X}$ to $\mathcal{L}$. Let $K$ be a sesquilinear form on $\mathcal{X}$ which has $\nu$ negative squares. Consider the following continuous analog of the abstract interpolation problem.

Problem $A I P_{\kappa}\left(B_{1}, B_{2}, C_{1}, C_{2}, K\right)$. Let the data set $\left(B_{1}, B_{2}, C_{1}, C_{2}, K\right)$ satisfies the assumptions (A1)-(A2). Find a $N_{\kappa}$-pair $\{\varphi, \psi\} \in \widetilde{N}(\mathcal{L})$ such that for some linear mapping $F: \mathcal{X} \rightarrow \mathcal{H}(\varphi, \psi)$ the following conditions hold:
(C1) $\left(F B_{2} h\right)(\lambda)-\lambda\left(F B_{1} h\right)(\lambda)=\left[\begin{array}{ll}\varphi(\lambda) & -\psi(\lambda)\end{array}\right]\left[\begin{array}{l}C_{1} h \\ C_{2} h\end{array}\right]$, for all $h \in \mathcal{X}$;
(C2) $\langle F h, F h\rangle_{\mathcal{H}(\varphi, \psi)} \leq K(h, h)$, for all $h \in \mathcal{X}$.
The AIP with $\kappa=\nu=0$ had been considered in [10].
Remark 3.1. For the solvability of the problem it is necessary that $\kappa \geq \nu$. Indeed, let us decompose the space $\mathcal{X}$ into the direct sum of the negative subspace $\mathcal{X}_{-}$and the non-negative subspace $\mathcal{X}_{+}$according to the form $K(h, h)$

$$
\begin{equation*}
\mathcal{X}=\mathcal{X}_{-} \dot{+} \mathcal{X}_{+} . \tag{3.1}
\end{equation*}
$$

Also $\operatorname{dim} \operatorname{clos}\left(\mathcal{X}_{-}\right)=\nu<\infty$ hence the set $\mathcal{X}_{-}$is the close subspace of the space $\mathcal{X}$ it follows from (C2) that $\langle F h, F h\rangle_{\mathcal{H}(\varphi, \psi)}^{2}<0$ for any $h(\neq 0) \in \mathcal{X}_{-}$. Thus the linear mapping $F$ is not equal to 0 at the subspace $\mathcal{X}_{-}$(except at the zero-vector). Hence the restriction of the mapping $F$ to the finite-dimensional subspace $\mathcal{X}_{-}$is invertible and thus it saves the dimension

$$
\operatorname{dim} F\left(\mathcal{X}_{-}\right)=\nu
$$

The set $F\left(\mathcal{X}_{-}\right)$is a part of the negative subspaces of $\mathcal{H}(\varphi, \psi)$. Therefore the dimension of the negative subspace of the space $\mathcal{H}(\varphi, \psi)$ is not less than $\nu$.

Let the space $\mathcal{H}$ be the completion of the space $\mathcal{X}$ with respect to the scalar product

$$
\begin{equation*}
\langle h, g\rangle_{\mathcal{H}}=K(h, g), \quad h, g \in \mathcal{X} \tag{3.2}
\end{equation*}
$$

Clearly the space $\mathcal{H}$ is a Pontryagin space with the negative index $\nu$. We identify linear operators $B_{1}, B_{2}: \mathcal{X} \rightarrow \mathcal{X}$ with linear operators $B_{1}, B_{2}: \mathcal{X} \rightarrow \mathcal{H}$.

### 3.2. Structure of the solutions.

Proposition 3.2. Let the data set $\left(B_{1}, B_{2}, C_{1}, C_{2}, K\right)$ satisfies the assumption (A1).
Then the linear relation

$$
\widehat{A}=\left\{\left\{\left[\begin{array}{l}
B_{1} h  \tag{3.3}\\
C_{1} h
\end{array}\right],\left[\begin{array}{l}
B_{2} h \\
C_{2} h
\end{array}\right]\right\}: h \in \mathcal{X}\right\}
$$

is symmetric in $\mathcal{H} \oplus \mathcal{L}$.
Proof. The statement is implied by (A1) since

$$
\begin{aligned}
& \left\langle\left[\begin{array}{l}
B_{2} h \\
C_{2} h
\end{array}\right],\left[\begin{array}{l}
B_{1} h \\
C_{1} h
\end{array}\right]\right\rangle_{\mathcal{H} \oplus \mathcal{L}}-\left\langle\left[\begin{array}{l}
B_{1} h \\
C_{1} h
\end{array}\right],\left[\begin{array}{l}
B_{2} h \\
C_{2} h
\end{array}\right]\right\rangle_{\mathcal{H} \oplus \mathcal{L}} \\
& =K\left(B_{2} h, B_{1} h\right)+\left(C_{2} h, C_{1} h\right)_{\mathcal{L}}-K\left(B_{1} h, B_{2} h\right)-\left(C_{1} h, C_{2} h\right)_{\mathcal{L}}=0
\end{aligned}
$$

Theorem 3.3. Let the data set $\left(B_{1}, B_{2}, C_{1}, C_{2}, K\right)$ satisfies the assumptions (A1)-(A2). Then the Problem $A I P_{\kappa}\left(B_{1}, B_{2}, C_{1}, C_{2}, K\right)$ is solvable and the set of its normalized solutions is parametrized by the formula

$$
\left[\begin{array}{c}
\psi(\lambda)  \tag{3.4}\\
\varphi(\lambda)
\end{array}\right]=\left[\begin{array}{cc}
I_{\mathcal{L}} & 0 \\
\lambda & I_{\mathcal{L}}
\end{array}\right]\left[\begin{array}{c}
P_{\mathcal{L}}(\widetilde{A}-\lambda)^{-1} \upharpoonright_{\mathcal{L}} \\
I_{\mathcal{L}}
\end{array}\right]
$$

where $\widetilde{A}$ ranges over the set of all selfadjoint $\mathcal{L}$-regular extensions of $\widehat{A}$ with the exit in $a$ Pontryagin space $\widetilde{\mathcal{H}} \oplus \mathcal{L} \supset \mathcal{H} \oplus \mathcal{L}$. The corresponding linear mapping $F: \mathcal{X} \rightarrow \mathcal{H}(\varphi, \psi)$ is given by

$$
\begin{equation*}
(F h)(\lambda)=P_{\mathcal{L}}(\widetilde{A}-\lambda)^{-1} h, \quad h \in \mathcal{X} \tag{3.5}
\end{equation*}
$$

Proof. Sufficiency. Let $\widetilde{A}$ be a selfadjoint extension of $\widehat{A}$ and let $\{\varphi, \psi\}$ be the normalized $N_{\kappa}$-pair corresponding to $\widetilde{A}$ and the scale $\mathcal{L}$ and let $\mathcal{F}: \widetilde{\mathcal{H}} \rightarrow \mathcal{H}(\varphi, \psi)$ be the corresponding generalized Fourier transform. Then the formula (3.4) is implied by (2.3).

Let $\mathcal{F}: \widetilde{\mathcal{H}} \rightarrow \mathcal{H}(\varphi, \psi)$ be the generalized Fourier transform associated with $\widetilde{A}$ and the scale $\mathcal{L}$. In view of (2.8) the linear mapping $F: \mathcal{X} \rightarrow \mathcal{H}(\varphi, \psi)$ given by (3.5) is connected to $\mathcal{F}$ via the formula

$$
\begin{equation*}
F h=\mathcal{F} h \quad(h \in \mathcal{X}) \tag{3.6}
\end{equation*}
$$

Since $\mathcal{F}$ satisfies the identity (2.10) and

$$
\left\{\left[\begin{array}{l}
B_{1} h \\
C_{1} h
\end{array}\right],\left[\begin{array}{l}
B_{2} h \\
C_{2} h
\end{array}\right]\right\} \in \widehat{A} \subset \widetilde{A}
$$

one obtains from (2.10)

$$
\begin{align*}
\left(F B_{2} h\right)(\lambda)-\lambda\left(F B_{1} h\right)(\lambda) & =\left(\mathcal{F} B_{2} h\right)(\lambda)-\lambda\left(\mathcal{F} B_{1} h\right)(\lambda) \\
& =\left[\begin{array}{ll}
\varphi(\lambda) & -\psi(\lambda)
\end{array}\right]\left[\begin{array}{l}
C_{1} h \\
C_{2} h
\end{array}\right] \quad \forall h \in \mathcal{X} \tag{3.7}
\end{align*}
$$

Thus we have shown that the condition (C1) holds.
Since $\widetilde{A}$ is the $\mathcal{L}$-regular extensions of $\widehat{A}$ then one obtains from Theorem 2.11

$$
\begin{equation*}
\langle\mathcal{F} h, \mathcal{F} h\rangle_{\mathcal{H}(\varphi, \psi)} \leq\langle h, h\rangle_{\mathcal{H}} \quad(h \in \mathcal{H}) \tag{3.8}
\end{equation*}
$$

Indeed, the generalized Fourier transform $\mathcal{F}$ maps isometrically the Pontryagin space $\mathcal{H}_{0}$ on $\mathcal{H}(\varphi, \psi)$ and is identically equal to 0 on a Hilbert space $\mathcal{H} \ominus \mathcal{H}_{0}$.

Next, it follows from (3.6) and (3.2) that for all $h \in \mathcal{X}$

$$
\langle F h, F h\rangle_{\mathcal{H}\langle\varphi, \psi\rangle}=\langle\mathcal{F} h, \mathcal{F} h\rangle_{\mathcal{H}(\varphi, \psi)} \leq\langle h, h\rangle_{\mathcal{H}}=K(h, h)
$$

since $\widetilde{A}$ is $\mathcal{L}$-regular. This proves (C2).

Hence $N_{\kappa}$-pair $\{\varphi, \psi\}$ is a solution of the $A I P_{\kappa}$.
Necessity. Let a normalized $N_{\kappa}$-pair $\{\varphi, \psi\}$ be a solution of the $A I P_{\kappa}$ and let the mapping $F: \mathcal{X} \rightarrow \mathcal{H}(\varphi, \psi)$ satisfies (C1)-(C2). We will construct a selfadjoint $\mathcal{L}$-regular exit space extension $\widetilde{A}$ of $\widehat{A}$ such that (3.4) and (3.5) hold.

Step 1. Isometric embedding of $\mathcal{H}$. Consider the mapping $\widehat{F}: \mathcal{H} \rightarrow \mathcal{H}(\varphi, \psi)$ as an extension of $F: \mathcal{X} \rightarrow \mathcal{H}(\varphi, \psi)$ to the space $\mathcal{H} \supset \mathcal{X}$.

The mapping $\widehat{F}$ is contractive due to (C2)

$$
\langle(\widehat{F} h)(\lambda),(\widehat{F} h)(\lambda)\rangle_{\mathcal{H}(\varphi, \psi)}=\langle(F h)(\lambda),(F h)(\lambda)\rangle_{\mathcal{H}(\varphi, \psi)} \leq K(h, h)=\langle h, h\rangle_{\mathcal{H}}
$$

Thus the operator $I_{\mathcal{H}}-\widehat{F}^{*} \widehat{F}: \mathcal{H} \rightarrow \mathcal{H}$ is nonnegative.
Let $D=D^{*}(\geq 0)$ be the defect operator of the contraction $\widehat{F}$ defined by

$$
\begin{equation*}
D^{2}=I-\widehat{F}^{*} \widehat{F}: \mathcal{H} \rightarrow \mathcal{H} \tag{3.9}
\end{equation*}
$$

and let $\mathcal{D}=\overline{\operatorname{ran}} D$ be the defect subspace of $\widehat{F}$ in $\mathcal{H}$. The space $\mathcal{D}$ is Hilbert space since the operator $D$ is nonnegative. Consider the column extension $\widetilde{F}$ of the operator $\widehat{F}$ to the isometric mapping from $\mathcal{H}$ to $\mathcal{D} \oplus \mathcal{H}(\varphi, \psi)$ by the formula

$$
\widetilde{F} h=\left[\begin{array}{l}
D h  \tag{3.10}\\
\widehat{F} h
\end{array}\right], \quad h \in \mathcal{H}
$$

Step 2. Construction of a selfadjoint linear relation $\widetilde{A}$. Let $A_{\mathcal{D}}$ be a linear relation in $\mathcal{D}$ defined by

$$
A_{\mathcal{D}}=\left\{\left\{D B_{1} h, D B_{2} h\right\}: h \in \mathcal{X}\right\} .
$$

We will prove that $A_{\mathcal{D}}$ is a symmetric linear relation in $\mathcal{D}$. We must show that

$$
\begin{equation*}
\left\langle D B_{2} h, D B_{1} h\right\rangle_{\mathcal{H}}-\left\langle D B_{1} h, D B_{2} h\right\rangle_{\mathcal{H}}=0 \tag{3.11}
\end{equation*}
$$

It follows from (3.9) that

$$
\begin{align*}
\left\langle D B_{2} h, D B_{1} h\right\rangle_{\mathcal{H}} & -\left\langle D B_{1} h, D B_{2} h\right\rangle_{\mathcal{H}} \\
& =\left\langle\left(I-\widehat{F}^{*} \widehat{F}\right) B_{2} h, B_{1} h\right\rangle_{\mathcal{H}}-\left\langle\left(I-\widehat{F}^{*} \widehat{F}\right) B_{1} h, B_{2} h\right\rangle_{\mathcal{H}} \\
& =\left\langle B_{2} h, B_{1} h\right\rangle_{\mathcal{H}}-\left\langle B_{1} h, B_{2} h\right\rangle_{\mathcal{H}} \\
& -\left\langle\widehat{F} B_{2} h, \widehat{F} B_{1} h\right\rangle_{\mathcal{H}(\varphi, \psi)}+\left\langle\widehat{F} B_{1} h, \widehat{F} B_{2} h\right\rangle_{\mathcal{H}(\varphi, \psi)}  \tag{3.12}\\
& =K\left(B_{2} h, B_{1} h\right)-K\left(B_{1} h, B_{2} h\right) \\
& -\left\langle\widehat{F} B_{2} h, \widehat{F} B_{1} h\right\rangle_{\mathcal{H}(\varphi, \psi)}+\left\langle\widehat{F} B_{1} h, \widehat{F} B_{2} h\right\rangle_{\mathcal{H}(\varphi, \psi)}
\end{align*}
$$

As follows from (C1)

$$
\begin{align*}
\left(\widehat{F} B_{2} h\right)(\lambda)-\lambda\left(\widehat{F} B_{1} h\right)(\lambda) & =\left(F B_{2} h\right)(\lambda)-\lambda\left(F B_{1} h\right)(\lambda) \\
& =\left[\begin{array}{ll}
\varphi(\lambda) & -\psi(\lambda)
\end{array}\right]\left[\begin{array}{l}
C_{1} h \\
C_{2} h
\end{array}\right] \quad \forall h \in \mathcal{X} \tag{3.13}
\end{align*}
$$

The Theorem 2.7 implies that

$$
\left\{\left[\begin{array}{c}
\widehat{F} B_{1} h \\
C_{1} h
\end{array}\right],\left[\begin{array}{c}
\widehat{F} B_{2} h \\
C_{2} h
\end{array}\right]\right\} \in A(\varphi, \psi)
$$

Since $A(\varphi, \psi)$ is a selfadjoint linear relation then

$$
\left\langle\widehat{F} B_{2} h, \widehat{F} B_{1} h\right\rangle_{\mathcal{H}(\varphi, \psi)}+\left(C_{2} h, C_{1} h\right)_{\mathcal{L}}-\left\langle\widehat{F} B_{1} h, \widehat{F} B_{2} h\right\rangle_{\mathcal{H}(\varphi, \psi)}-\left(C_{1} h, C_{2} h\right)_{\mathcal{L}}=0
$$

Therefore the right hand part of (3.12) can be rewritten as

$$
K\left(B_{2} h, B_{1} h\right)-K\left(B_{1} h, B_{2} h\right)-\left(C_{1} h, C_{2} h\right)_{\mathcal{L}}+\left(C_{2} h, C_{1} h\right)_{\mathcal{L}}
$$

which is vanishing due to (A1). Thus the equality (3.11) has showed and hence the relation $A_{\mathcal{D}}$ is a symmetric linear relation in $\mathcal{D}$.

Let $\widetilde{A}_{\mathcal{D}}$ be a selfadjoint extension of $A_{\mathcal{D}}$ in a Hilbert space $\widetilde{\mathcal{D}} \supset \mathcal{D}$ and let

$$
\begin{equation*}
\widetilde{A}=\widetilde{A}_{\mathcal{D}} \oplus A(\varphi, \psi) \tag{3.14}
\end{equation*}
$$

Note that $\widetilde{A}$ is a selfadjoint linear relation as a direct sum of selfadjoint linear relations.
Step 3. Linear relation $\widetilde{A}$ satisfies (3.4) and (3.5). Under the identification of the vector $h \in \mathcal{H}$ with $\widetilde{F} h$ the symmetric linear relation $\widehat{A}$ in $\mathcal{H} \oplus \mathcal{L}$ can be identified with the symmetric linear relation

$$
\begin{aligned}
A_{1} & =\left(\widetilde{F} \oplus I_{\mathcal{L}}\right) \widehat{A}\left(\widetilde{F} \oplus I_{\mathcal{L}}\right)^{-1} \\
& =\left\{\left\{\left[\begin{array}{c}
D B_{1} h \\
\widehat{F} B_{1} h \\
C_{1} h
\end{array}\right],\left[\begin{array}{c}
D B_{2} h \\
\widehat{F} B_{2} h \\
C_{2} h
\end{array}\right]\right\}: h \in \mathcal{X}\right\}
\end{aligned}
$$

in $\widetilde{\mathcal{H}}:=\widetilde{\mathcal{D}} \oplus \mathcal{H}(\varphi, \psi) \oplus \mathcal{L}$. Moreover, it follows from the results of Step 2 of this theorem that $A_{1}$ is contained in the selfadjoint linear relation $\widetilde{A}=\widetilde{A}_{\mathcal{D}} \oplus A(\varphi, \psi)$. Indeed, $\left\{D B_{1} h, D B_{2} h\right\} \in A_{\mathcal{D}} \subset \widetilde{A}_{\mathcal{D}}$ and

$$
\left\{\left[\begin{array}{c}
\widehat{F} B_{1} h \\
C_{1} h
\end{array}\right],\left[\begin{array}{c}
\widehat{F} B_{2} h \\
C_{2} h
\end{array}\right]\right\} \in A(\varphi, \psi)
$$

The formula (3.4) is implied by the analogous formula for $A(\varphi, \psi)$

$$
\left[\begin{array}{c}
\psi(\lambda) \\
\varphi(\lambda)
\end{array}\right]=\left[\begin{array}{cc}
I_{\mathcal{L}} & 0 \\
\lambda I_{\mathcal{L}} & I_{\mathcal{L}}
\end{array}\right]\left[\begin{array}{c}
P_{\mathcal{L}}(A(\varphi, \psi)-\lambda)^{-1} \upharpoonright_{\mathcal{L}} \\
I_{\mathcal{L}}
\end{array}\right]
$$

since

$$
P_{\mathcal{L}}(A(\varphi, \psi)-\lambda)^{-1} \upharpoonright_{\mathcal{L}}=P_{\mathcal{L}}(\widetilde{A}-\lambda)^{-1} \upharpoonright_{\mathcal{L}}
$$

It follows from the definition of the linear relation $\widetilde{A}$ and the mapping $\widehat{F}$ that for all $h \in \mathcal{X}$

$$
\begin{align*}
P_{\mathcal{L}}(\widetilde{A}-\lambda)^{-1}\left[\begin{array}{c}
\widetilde{F} h \\
0
\end{array}\right] & =P_{\mathcal{L}}(A(\varphi, \psi)-\lambda)^{-1}\left[\begin{array}{c}
\widehat{F} h \\
0
\end{array}\right] \\
& =P_{\mathcal{L}}(A(\varphi, \psi)-\lambda)^{-1}\left[\begin{array}{c}
F h \\
0
\end{array}\right] \tag{3.15}
\end{align*}
$$

Next, substituting (2.7) in the equality (3.15) we get

$$
P_{\mathcal{L}}(\widetilde{A}-\lambda)^{-1}\left[\begin{array}{c}
\widetilde{F} h \\
0
\end{array}\right]=(F h)(\lambda)
$$

In view of the identification $\widetilde{F} h$ and $h$ this completes the proof of the formula (3.5).
Step 4. The $\mathcal{L}$-regularity of the extensions $\widetilde{A}$. Consider the space

$$
\widetilde{\mathcal{H}}_{0}=\overline{\operatorname{span}}\left\{P_{\widetilde{\mathcal{D}} \oplus \mathcal{H}(\varphi, \psi)}(\widetilde{A}-\lambda)^{-1} \mathcal{L}: \quad \lambda \in \rho(\widetilde{A})\right\} .
$$

Since $A(\varphi, \psi)$ in $\mathcal{L}$-minimal and

$$
P_{\widetilde{\mathcal{D}} \oplus \mathcal{H}(\varphi, \psi)}(\widetilde{A}-\lambda)^{-1} \upharpoonright_{\mathcal{L}}=P_{\mathcal{H}(\varphi, \psi)}(A(\varphi, \psi)-\lambda)^{-1} \upharpoonright_{\mathcal{L}},
$$

then $\widetilde{\mathcal{H}}_{0}=\mathcal{H}(\varphi, \psi)$. Thus the subspace

$$
(\widetilde{\mathcal{D}} \oplus \mathcal{H}(\varphi, \psi)) \ominus \widetilde{\mathcal{H}}_{0}
$$

coincides with the Hilbert space $\widetilde{\mathcal{D}}$.

## 4. Description of solutions of abstract interpolation problem

In this section we will assume that the number of negative squares of the kernel $\mathrm{N}_{\omega}^{\varphi \psi}(\lambda)$ is equal to the number of negative squares of the form $K$. In other words we will study $A I P_{\kappa}$ with $\kappa=\nu$.

Let $\widetilde{A}$ be a selfadjoint $\mathcal{L}$-regular extensions of $A$ with the exit in a Pontryagin space $\widetilde{\mathcal{H}} \oplus \mathcal{L}$.
Definition 4.1. The compression $\mathbf{R}_{\lambda}=P_{\mathcal{L}}(\widetilde{A}-\lambda)^{-1} \upharpoonright \mathcal{L}$ of the resolvent of $\widetilde{A}$ on the space $\mathcal{L}$ is said to be the $\mathcal{L}$-resolvent of the relation $\widetilde{A}$.

The $\mathcal{L}$-resolvent $\mathbf{R}_{\lambda}$ is said to be $\mathcal{L}$-regular if $\widetilde{A}$ is the $\mathcal{L}$-regular lineal relation.
In view of Theorem 3.3 a description of the set of solutions of the $A I P_{\kappa}$ is reduced to the description of $\mathcal{L}$-regular $\mathcal{L}$-resolvents of the linear relation $\widehat{A}$.
4.1. Symmetric linear relation $A$. Let us impose some additional assumptions on the data set $\left(B_{1}, B_{2}, C_{1}, C_{2}, K\right)$ :
(A3) $B_{2}=I_{\mathcal{X}}$ and the operators $B_{1}: \mathcal{X} \subseteq \mathcal{H} \rightarrow \mathcal{H}, C_{1}, C_{2}: \mathcal{X} \subseteq \mathcal{H} \rightarrow \mathcal{L}$ are bounded.
The symmetric linear relation $\widehat{A}$ can be rewritten as

$$
\widehat{A}=\left\{\left\{\left[\begin{array}{c}
B_{1} h  \tag{4.1}\\
C_{1} h
\end{array}\right],\left[\begin{array}{c}
h \\
C_{2} h
\end{array}\right]\right\}: h \in \mathcal{X}\right\} .
$$

In view of (A3) the closures of $\widehat{A}$ take the form

$$
A:=\operatorname{clos} \widehat{A}=\left\{\left\{\left[\begin{array}{c}
B_{1} h  \tag{4.2}\\
C_{1} h
\end{array}\right],\left[\begin{array}{c}
h \\
C_{2} h
\end{array}\right]\right\}: h \in \mathcal{H}\right\} .
$$

A point $\lambda \in \mathbb{C}$ is said to be a regular type point for a closed symmetric linear relation $A$ if $\operatorname{ran}(A-\lambda)$ is closed in $\mathcal{H} \oplus \mathcal{L}$. Let $\widehat{\rho}(A)$ be the set of all regular type points for linear relation $A$ and let $\rho_{s}(A, \mathcal{L}):=\rho(A, \mathcal{L}) \cap \overline{\rho(A, \mathcal{L})}$. It is well known ([13]) that for symmetric linear relation $A$ in $\Pi_{\kappa}$-space $\widehat{\rho}(A)$ coincides with $\mathbb{C}_{+} \cup \mathbb{C}_{-}$(with a possible exception of at most $\kappa$ pairs of complex numbers symmetric with respect to the real axis) and the defect subspaces

$$
\mathfrak{N}_{\lambda}(A):=(\mathcal{H} \oplus \mathcal{L}) \ominus \operatorname{ran}(A-\bar{\lambda})
$$

have the same dimensions $n_{+}(A)$ and $n_{-}(A)$ for $\lambda \in \mathbb{C}_{+}$and $\lambda \in \mathbb{C}_{-}$, respectively, which are called the defect numbers of the symmetric linear relation $A$. In the following proposition we show, that the symmetric linear relation $A$ in (4.2) has equal defect numbers $n_{+}(A)=n_{-}(A)=\operatorname{dim} \mathcal{L}$ and, moreover, $0 \in \widehat{\rho}(A)$.

Proposition 4.2. Let the data set $\left(B_{1}, B_{2}, C_{1}, C_{2}, K\right)$ satisfy the assumptions (A1)(A3). Then

1) the adjoint linear relation $A^{*}$ takes the form

$$
A^{*}=\left\{\widehat{g}=\left\{\left[\begin{array}{l}
g  \tag{4.3}\\
v
\end{array}\right],\left[\begin{array}{c}
g^{\prime} \\
v^{\prime}
\end{array}\right]\right\}: \begin{array}{c}
v, v^{\prime} \in \mathcal{L}, g^{\prime} \in \mathcal{H} ; \\
g=B_{1}^{*} g^{\prime}+C_{1}^{*} v^{\prime}-C_{2}^{*} v
\end{array}\right\}
$$

2) the set $\widehat{\rho}(A)$ of regular type points for symmetric linear relation $A$ contains the resolvent set of the linear relation $B_{1}^{-1}$

$$
\rho\left(B_{1}^{-1}\right)=\left\{\lambda \in(\mathbb{C} \backslash\{0\}): 1 / \lambda \in \rho\left(B_{1}\right)\right\} \cup\{0\}
$$

and the defect subspace $\mathfrak{N}_{\lambda}(A)$ for $\lambda \in \rho\left(B_{1}^{-1}\right)$ consists of vectors

$$
\left[\begin{array}{c}
-F(\bar{\lambda})^{*} u  \tag{4.4}\\
u
\end{array}\right], \quad u \in \mathcal{L}
$$

where the function $F(\lambda): \mathcal{H} \rightarrow \mathcal{L}$ is defined by

$$
\begin{equation*}
F(\lambda)=\left(C_{2}-\lambda C_{1}\right)\left(I_{\mathcal{H}}-\lambda B_{1}\right)^{-1} \tag{4.5}
\end{equation*}
$$

Proof. 1) Let

$$
\widehat{g}=\left\{\left[\begin{array}{l}
g \\
v
\end{array}\right],\left[\begin{array}{c}
g^{\prime} \\
v^{\prime}
\end{array}\right]\right\} \in A^{*} \quad\left(g, g^{\prime} \in \mathcal{H} ; v, v^{\prime} \in \mathcal{L}\right)
$$

Then it follows from (4.2) that

$$
\left\langle g^{\prime}, B_{1} h\right\rangle_{\mathcal{H}}-\langle g, h\rangle_{\mathcal{H}}+\left(v^{\prime}, C_{1} h\right)_{\mathcal{L}}-\left(v, C_{2} h\right)_{\mathcal{L}}=0
$$

for all $h \in \mathcal{H}$. From the nondegeneracy of the Pontryagin space $\mathcal{H}$ it follows that

$$
B_{1}^{*} g^{\prime}-g+C_{1}^{*} v^{\prime}-C_{2}^{*} v=0
$$

or in the equivalent form

$$
\begin{equation*}
g=B_{1}^{*} g^{\prime}+C_{1}^{*} v^{\prime}-C_{2}^{*} v \tag{4.6}
\end{equation*}
$$

2) It follows from (4.2) that

$$
A-\lambda=\left\{\left\{\left[\begin{array}{l}
B_{1} h  \tag{4.7}\\
C_{1} h
\end{array}\right],\left[\begin{array}{c}
\left(I_{\mathcal{H}}-\lambda B_{1}\right) h \\
\left(C_{2}-\lambda C_{1}\right) h
\end{array}\right]\right\}: h \in \mathcal{H}\right\}
$$

and hence

$$
\operatorname{ran}(A-\lambda)=\left\{\left[\begin{array}{c}
h \\
F(\lambda) h
\end{array}\right]: h \in \mathcal{H}\right\}
$$

where $F(\lambda)$ is given by (4.5). Therefore the set $\operatorname{ran}(A-\lambda)$ in closed for all $\lambda \in \rho\left(B_{1}^{-1}\right)$.
If $\lambda \in \rho\left(B_{1}^{-1}\right)$ and $\widehat{g} \in \mathfrak{N}_{\lambda}(A)=\operatorname{ker}\left(A^{*}-\lambda\right)$ then $g^{\prime}=\lambda g, v^{\prime}=\lambda v$. Substituting these equalities in (4.6) one obtains

$$
\left(I_{\mathcal{H}}-\lambda B_{1}^{*}\right) g=-\left(C_{2}^{*}-\lambda C_{1}^{*}\right) v
$$

This proves the second statement since $g=-F(\bar{\lambda})^{*} v$.
4.2. Kreĭn's representation theory for symmetric linear relation $A$. Recall some facts from M. G. Krĕ̌n's representation theory following ([20], [12]).

Definition 4.3. Let $A$ a symmetric linear relation in $\mathcal{H} \oplus \mathcal{L}$. It is said that $\lambda$ is $\mathcal{L}$-regular point for $A$ (in short $\lambda \in \rho(A, \mathcal{L})$ ) if $\lambda \mathrm{s}$ a regular type point for $A$ and

$$
\begin{equation*}
\mathcal{H} \oplus \mathcal{L}=\operatorname{ran}(A-\lambda) \dot{+} \mathcal{L} \tag{4.8}
\end{equation*}
$$

It is also put $\rho_{s}(A, \mathcal{L}):=\rho(A, \mathcal{L}) \cap \overline{\rho(A, \mathcal{L})}$.
For every $\lambda \in \rho(A, \mathcal{L})$ the operator valued function $\mathcal{P}(\lambda): \mathcal{H} \rightarrow \mathcal{L}$ is defined as a skew projection onto $\mathcal{L}$ in the decomposition (4.8) and $\mathcal{Q}(\lambda): \mathcal{H} \rightarrow \mathcal{L}$ is given by

$$
\begin{equation*}
\mathcal{Q}(\lambda)=P_{\mathcal{L}}(A-\lambda)^{-1}(I-\mathcal{P}(\lambda)), \quad \lambda \in \rho(A, \mathcal{L}) \tag{4.9}
\end{equation*}
$$

Let the matrix $J \in \mathcal{L} \oplus \mathcal{L}$ be given by

$$
J=\left[\begin{array}{cc}
0 & -i I_{\mathcal{L}} \\
i I_{\mathcal{L}} & 0
\end{array}\right]
$$

In the next theorem we will describe $\mathcal{P}(\lambda)$ and $\mathcal{Q}(\lambda)$ through the data set of the problem $A I P_{\kappa}$.

Theorem 4.4. Let $B_{1}, B_{2}, C_{1}, C_{2}, K$ satisfy the assumptions $(A 1)-(A 3)$. We define the operator valued function $F(\lambda)$ by the formula (4.5). Then

1) $\rho(A, \mathcal{L})=\rho\left(B_{1}^{-1}\right)$ and for $\lambda \in \rho(A, \mathcal{L})$ the operator valued functions $\mathcal{P}(\lambda)$, $\mathcal{Q}(\lambda)$ are given by

$$
\begin{align*}
& \mathcal{P}(\lambda)\left[\begin{array}{l}
f \\
u
\end{array}\right]=u-F(\lambda) f, \quad f \in \mathcal{H}, \quad u \in \mathcal{L}  \tag{4.10}\\
& \mathcal{Q}(\lambda)\left[\begin{array}{l}
f \\
u
\end{array}\right]=C_{1}\left(I_{\mathcal{H}}-\lambda B_{1}\right)^{-1} f, \quad f \in \mathcal{H} \tag{4.11}
\end{align*}
$$

2) The adjoint operators to $\mathcal{P}(\lambda), \mathcal{Q}(\lambda):\left[\begin{array}{c}\mathcal{H} \\ \mathcal{L}\end{array}\right] \rightarrow \mathcal{L}$ take the form

$$
\begin{gather*}
\mathcal{P}(\lambda)^{*} u=\left[\begin{array}{c}
-F(\lambda)^{*} u \\
u
\end{array}\right] \quad u \in \mathcal{L}, \quad \lambda \in \rho(A, \mathcal{L}),  \tag{4.12}\\
\mathcal{Q}(\lambda)^{*} u=\left[\begin{array}{c}
\left(I_{\mathcal{H}}-\bar{\lambda} B_{1}^{*}\right)^{-1} C_{1}^{*} u \\
0
\end{array}\right] \quad u \in \mathcal{L}, \quad \lambda \in \rho(A, \mathcal{L}) \tag{4.13}
\end{gather*}
$$

Proof. 1) Assume that $\lambda \in \rho(A, \mathcal{L})$ and the decomposition (4.8) holds. Then for $f \in \mathcal{H}$, $u \in \mathcal{L}$ there are unique $h \in \mathcal{H}$ and $v \in \mathcal{L}$ such that

$$
\begin{equation*}
\left(I_{\mathcal{H}}-\lambda B_{1}\right) h=f, \quad\left(C_{2}-\lambda C_{1}\right) h+v=u \tag{4.14}
\end{equation*}
$$

This implies, in particular, that $\lambda \in \rho\left(B_{1}^{-1}\right)$.
Conversely, if $\lambda \in \rho\left(B_{1}^{-1}\right)$, then the equations (4.14) have unique solutions $h \in \mathcal{H}$ and $v \in \mathcal{L}$. Hence $\lambda \in \rho(A, \mathcal{L})$. In view of (4.14) these solutions take the form

$$
h=\left(I_{\mathcal{H}}-\lambda B_{1}\right)^{-1} f, \quad v=\mathcal{P}(\lambda)\left[\begin{array}{l}
f  \tag{4.15}\\
u
\end{array}\right]=u-F(\lambda) f
$$

It follows from (4.9), (4.15) and (4.7) that

$$
\begin{aligned}
\mathcal{Q}(\lambda)\left[\begin{array}{l}
f \\
u
\end{array}\right] & =P_{\mathcal{L}}(A-\lambda)^{-1}(I-\mathcal{P}(\lambda))\left[\begin{array}{l}
f \\
u
\end{array}\right] \\
& =P_{\mathcal{L}}(A-\lambda)^{-1}\left[\begin{array}{c}
f \\
F(\lambda) f
\end{array}\right] \\
& =P_{\mathcal{L}}\left[\begin{array}{c}
B_{1}\left(I_{\mathcal{H}}-\lambda B_{1}\right)^{-1} f \\
C_{1}\left(C_{2}-\lambda C_{1}\right)^{-1} F(\lambda) f
\end{array}\right] \\
& =C_{1}\left(I_{\mathcal{H}}-\lambda B_{1}\right)^{-1} f
\end{aligned}
$$

$2)$ The formulas (4.12), (4.13) are implied by (4.10), (4.11) and the equalities

$$
\begin{aligned}
&\left\langle\mathcal{P}(\lambda)^{*} v,\left[\begin{array}{l}
f \\
u
\end{array}\right]\right\rangle_{\mathcal{H} \oplus \mathcal{L}}=(v, u-F(\lambda) f)_{\mathcal{L}}=\left\langle\left[\begin{array}{c}
-F(\lambda)^{*} v \\
v
\end{array}\right],\left[\begin{array}{l}
f \\
u
\end{array}\right]\right\rangle_{\mathcal{H} \oplus \mathcal{L}} \\
&\left\langle\mathcal{Q}(\lambda)^{*} v,\left[\begin{array}{l}
f \\
u
\end{array}\right]\right\rangle_{\mathcal{H} \oplus \mathcal{L}}=\left(v, C_{1}\left(I_{\mathcal{H}}-\lambda B_{1}\right)^{-1} f\right)_{\mathcal{L}} \\
&=\left\langle\left[\begin{array}{c}
\left(I_{\mathcal{H}}-\lambda B_{1}^{*}\right)^{-1} C_{1}^{*} v \\
0
\end{array}\right],\left[\begin{array}{l}
f \\
u
\end{array}\right]\right\rangle_{\mathcal{H} \oplus \mathcal{L}}
\end{aligned}
$$

4.3. The boundary triplet for $A^{*}$. Let us recall the definition of a boundary triplet which will be used later in calculation of $\mathcal{L}$-resolvent matrix of the operator $A$. For a Hilbert space densely determined symmetric operator $A$ it was introduced in [18] (see also [14]). To the case of non-densely defined symmetric operator it was extended in [25] (see also [12]). For a Pontryagin space symmetric operator it was extended in [8].
Definition 4.5. A triplet $\Pi=\left\{\mathcal{L}, \Gamma_{1}, \Gamma_{2}\right\}$ where $\Gamma_{i}: A^{*} \rightarrow \mathcal{L}, i=1,2$, is said to be a boundary triplet for $A^{*}$ if for all $\widehat{f}=\left\{f, f^{\prime}\right\}, \widehat{g}=\left\{g, g^{\prime}\right\} \in A^{*}$ the abstract Green's formula holds

$$
\begin{equation*}
\left\langle f^{\prime}, g\right\rangle_{\mathcal{H} \oplus \mathcal{L}}-\left\langle f, g^{\prime}\right\rangle_{\mathcal{H} \oplus \mathcal{L}}=\left(\Gamma_{1} \widehat{f}, \Gamma_{2} \widehat{g}\right)_{\mathcal{L}}-\left(\Gamma_{2} \widehat{f}, \Gamma_{1} \widehat{g}\right)_{\mathcal{L}} \tag{4.16}
\end{equation*}
$$

and the mapping $\Gamma:=\left[\begin{array}{l}\Gamma_{1} \\ \Gamma_{2}\end{array}\right]: A^{*} \rightarrow\left[\begin{array}{l}\mathcal{L} \\ \mathcal{L}\end{array}\right]$ is surjective.
As was proved in [8] the set of all selfadjoint extensions $\widetilde{A}$ of $A$ can be parametrized by the set of selfadjoint linear relations $\tau$ in $\mathcal{L}$ via the formula

$$
f \in \widetilde{A} \Leftrightarrow \Gamma f \in \tau
$$

Let the operator-valued functions $\widehat{\mathcal{P}}(\lambda)^{*}$ and $\widehat{\mathcal{Q}}(\lambda)^{*}$ be given by

$$
\begin{gather*}
\widehat{\mathcal{P}}(\lambda)^{*} u=\left\{\mathcal{P}(\lambda)^{*} u, \bar{\lambda} \mathcal{P}(\lambda)^{*} u\right\}, \quad u \in \mathcal{L}  \tag{4.17}\\
\widehat{\mathcal{Q}}(\lambda)^{*} u=\left\{\mathcal{Q}(\lambda)^{*} u, u+\bar{\lambda} \mathcal{Q}(\lambda)^{*} u\right\}, \quad u \in \mathcal{L} \tag{4.18}
\end{gather*}
$$

where $\mathcal{P}(\lambda)^{*}, \mathcal{Q}(\lambda)^{*}: \mathcal{L} \rightarrow \mathcal{H}$ are adjoint operators to $\mathcal{P}(\lambda), \mathcal{Q}(\lambda): \mathcal{H} \rightarrow \mathcal{L}$.
Theorem 4.6. ([8], [11], [12]) Let $\lambda \in \rho_{s}(A, \mathcal{L})$ then the linear relation $A^{*}$ can be decomposed in the following direct sum:

$$
\begin{equation*}
A^{*}=A+\widehat{\mathcal{P}}(\lambda)^{*} \mathcal{L}+\widehat{\mathcal{Q}}(\lambda)^{*} \mathcal{L} \tag{4.19}
\end{equation*}
$$

Proposition 4.7. Let the data set $\left(B_{1}, B_{2}, C_{1}, C_{2}, K\right)$ satisfy the assumptions (A1)(A3). Then a boundary triplet $\Pi=\left\{\mathcal{L}, \Gamma_{1}, \Gamma_{2}\right\}$ for $A^{*}$ can be defined by

$$
\begin{equation*}
\Gamma_{1} \widehat{g}=v-C_{1} g^{\prime}, \quad \Gamma_{2} \widehat{g}=-v^{\prime}+C_{2} g^{\prime} \tag{4.20}
\end{equation*}
$$

Proof. For two vectors

$$
\widehat{f}=\left\{\left[\begin{array}{l}
f \\
u
\end{array}\right],\left[\begin{array}{l}
f^{\prime} \\
u^{\prime}
\end{array}\right]\right\}, \quad \widehat{g}=\left\{\left[\begin{array}{l}
g \\
v
\end{array}\right],\left[\begin{array}{l}
g^{\prime} \\
v^{\prime}
\end{array}\right]\right\} \in A^{*}
$$

one obtains

$$
\begin{align*}
\left\langle f^{\prime}, g\right\rangle_{\mathcal{H}} & -\left\langle f, g^{\prime}\right\rangle_{\mathcal{H}}+\left(u^{\prime}, v\right)_{\mathcal{L}}-\left(u, v^{\prime}\right)_{\mathcal{L}}=\left(u^{\prime}, v\right)_{\mathcal{L}}-\left(u, v^{\prime}\right)_{\mathcal{L}} \\
& +\left\langle f^{\prime}, B_{1}^{*} g^{\prime}+C_{1}^{*} v^{\prime}-C_{2}^{*} v\right\rangle_{\mathcal{H}}-\left\langle B_{1}^{*} f^{\prime}+C_{1}^{*} u^{\prime}-C_{2}^{*} u, g^{\prime}\right\rangle_{\mathcal{H}} \tag{4.21}
\end{align*}
$$

It follows from (1) that the right hand part of (4.21) takes the form

$$
\begin{aligned}
\left\langle B_{1} f^{\prime}, g^{\prime}\right\rangle_{\mathcal{H}} & -\left\langle f^{\prime}, B_{1} g^{\prime}\right\rangle_{\mathcal{H}}+\left(C_{1} f^{\prime}, v^{\prime}\right)_{\mathcal{L}}-\left(C_{2} f^{\prime}, v\right)_{\mathcal{L}} \\
& -\left(u^{\prime}, C_{1} g^{\prime}\right)_{\mathcal{L}}+\left(u, C_{2} g^{\prime}\right)_{\mathcal{L}}+\left(u^{\prime}, v\right)_{\mathcal{L}}-\left(u, v^{\prime}\right)_{\mathcal{L}} \\
& =\left(C_{2} f^{\prime}, C_{1} g^{\prime}\right)_{\mathcal{L}}-\left(C_{1} f^{\prime}, C_{2} g^{\prime}\right)_{\mathcal{L}}+\left(C_{1} f^{\prime}, v^{\prime}\right)_{\mathcal{L}}-\left(C_{2} f^{\prime}, v\right)_{\mathcal{L}} \\
& -\left(u^{\prime}, C_{1} g^{\prime}\right)_{\mathcal{L}}+\left(u, C_{2} g^{\prime}\right)_{\mathcal{L}}+\left(u^{\prime}, v\right)_{\mathcal{L}}-\left(u, v^{\prime}\right)_{\mathcal{L}} \\
& =\left(C_{2} f^{\prime}-u^{\prime}, C_{1} g^{\prime}-v\right)_{\mathcal{L}}-\left(C_{1} f^{\prime}-u, C_{2} g^{\prime}-v^{\prime}\right)_{\mathcal{L}}
\end{aligned}
$$

Hence the abstract Green's formula (4.16) holds for the maps $\Gamma_{1}$ and $\Gamma_{2}$ defined by the formulas (4.20).

Since $0 \in \rho(A, \mathcal{L})$ one can rewrite the formula (4.19) in the form

$$
A^{*}=A \dot{+} \widehat{\mathcal{P}}(0)^{*} \mathcal{L} \dot{+} \widehat{\mathcal{Q}}(0)^{*} \mathcal{L}
$$

Due to (4.12), (4.13), (4.17), (4.18) one obtains for every $u \in \mathcal{L}$

$$
\widehat{\mathcal{P}}(0)^{*} u=\left\{\left[\begin{array}{c}
-\widetilde{C}_{2}^{*} u \\
u
\end{array}\right],\left[\begin{array}{l}
0 \\
0
\end{array}\right]\right\}, \quad \widehat{\mathcal{Q}}(0)^{*} u=\left\{\left[\begin{array}{c}
C_{1}^{*} u \\
0
\end{array}\right],\left[\begin{array}{l}
0 \\
u
\end{array}\right]\right\} .
$$

It follows from (4.20) that

$$
\Gamma \widehat{\mathcal{P}}(0)^{*} u=\left[\begin{array}{l}
u \\
0
\end{array}\right], \quad \Gamma \widehat{\mathcal{Q}}(0)^{*} u=\left[\begin{array}{c}
0 \\
-u
\end{array}\right]
$$

and hence the mapping $\Gamma: A^{*} \rightarrow \mathcal{L} \oplus \mathcal{L}$ is surjective. So $\left\{\mathcal{L}, \Gamma_{1}, \Gamma_{2}\right\}$ is a boundary triplet for $A^{*}$.
4.4. $\mathcal{L}$-resolvent matrix. We define the block operator-functions $\mathcal{V}(\lambda)=\left[\begin{array}{c}-\mathcal{Q}(\lambda) \\ \mathcal{P}(\lambda)\end{array}\right] \in$ $[\mathcal{H}, \mathcal{L} \oplus \mathcal{L}]$ and $\widehat{\mathcal{V}}(\lambda)^{*}=\left[\begin{array}{c}-\widehat{\mathcal{Q}}(\lambda)^{*} \\ \widehat{\mathcal{P}}(\lambda)^{*}\end{array}\right]$.
Definition 4.8. ([23]) A matrix-function $W_{\mathcal{L}}(\lambda)$ is called an $\mathcal{L}$-resolvent matrix for the symmetric linear relation $A$ if it satisfies the identity

$$
\begin{equation*}
W_{\mathcal{L}}(\lambda) J W_{\mathcal{L}}(\mu)^{*}=J+i(\lambda-\bar{\mu}) \mathcal{V}(\lambda) \mathcal{V}(\mu)^{*} \quad(\lambda, \mu \in \rho(A, \mathcal{L})) \tag{4.22}
\end{equation*}
$$

We emphasize that identity (4.22) defines a family of $\mathcal{L}$-resolvent matrices for the linear relation $A$. At the same time, it was shown in $[11,12]$ that with any boundary triplet $\Pi=\left\{\mathcal{L}, \Gamma_{1}, \Gamma_{2}\right\}$ for $A^{*}$ and any scale subspace $\mathcal{L}$ it is naturally associated the (unique) matrix function $W_{\Pi \mathcal{L}}(\cdot)$ that satisfies (4.22). It is called the $\mathcal{L}$-resolvent matrix of $A$ corresponding to the triplet $\Pi$ or just the $\Pi \mathcal{L}$-resolvent matrix of $A$. It was shown in $[11,12]$ that $W_{\Pi \mathcal{L}}(\cdot)$ is expressed in terms of boundary mappings $\left.\Gamma_{j}\right\}$ and the function $\mathcal{V}(\cdot)$.
Theorem 4.9. ([11], [12]) Let $\Pi=\left\{\mathcal{L}, \Gamma_{1}, \Gamma_{2}\right\}$ be a boundary triplet for $A^{*}$ and $\lambda \in$ $\rho_{s}(A, \mathcal{L})$. Then the corresponding $\Pi \mathcal{L}$-resolvent matrix $W_{\Pi \mathcal{L}}$ is given by

$$
W_{\Pi \mathcal{L}}(\lambda)=\left[w_{i j}(\lambda)\right]_{i, j=1}^{2}=\left[\begin{array}{ll}
-\Gamma_{2} \widehat{\mathcal{Q}}(\lambda)^{*} & \Gamma_{2} \widehat{\mathcal{P}}(\lambda)^{*}  \tag{4.23}\\
-\Gamma_{1} \widehat{\mathcal{Q}}(\lambda)^{*} & \Gamma_{1} \widehat{\mathcal{P}}(\lambda)^{*}
\end{array}\right]^{*}=\left(\Gamma \widehat{\mathcal{V}}(\lambda)^{*}\right)^{*}
$$

Proposition 4.10. Let the data set $\left(B_{1}, B_{2}, C_{1}, C_{2}, K\right)$ satisfy the assumptions (A1)(A3) and let the boundary triplex $\Pi=\left\{\mathcal{L}, \Gamma_{1}, \Gamma_{2}\right\}$ for $A^{*}$ be given by (4.20). Then the corresponding $\Pi \mathcal{L}$-resolvent matrix of $A$ is given by

$$
W_{\Pi \mathcal{L}}(\lambda)=\left[\begin{array}{cc}
I_{\mathcal{L}} & 0  \tag{4.24}\\
-\lambda & I_{\mathcal{L}}
\end{array}\right]\left(I+i \lambda\left[\begin{array}{c}
C_{1} \\
C_{2}
\end{array}\right]\left(I_{\mathcal{H}}-\lambda B_{1}\right)^{-1}\left[\begin{array}{c}
C_{1} \\
C_{2}
\end{array}\right]^{*} J\right)
$$

Proof. One obtains from (4.17), (4.12) and (4.20) that

$$
\begin{gather*}
\Gamma_{2} \widehat{\mathcal{P}}(\lambda)^{*} v=-\bar{\lambda} v-\bar{\lambda} C_{2} F(\lambda)^{*} v  \tag{4.25}\\
\Gamma_{1} \widehat{\mathcal{P}}(\lambda)^{*} v=v+\bar{\lambda} C_{1} F(\lambda)^{*} v \tag{4.26}
\end{gather*}
$$

Similarly (4.18), (4.13) and (4.20) imply

$$
\begin{gather*}
-\Gamma_{2} \widehat{\mathcal{Q}}(\lambda)^{*} v=v-\bar{\lambda} C_{2}\left(I_{\mathcal{H}}-\lambda B_{1}^{*}\right)^{-1} C_{1}^{*} v  \tag{4.27}\\
-\Gamma_{1} \widehat{\mathcal{Q}}(\lambda)^{*} v=\bar{\lambda} C_{1}\left(I_{\mathcal{H}}-\lambda B_{1}^{*}\right)^{-1} C_{1}^{*} v \tag{4.28}
\end{gather*}
$$

It follows from (4.25)-(4.28) and (4.23) that

$$
W_{\Pi \mathcal{L}}(\lambda)^{*}=\left[\begin{array}{cc}
I_{\mathcal{L}} & -\bar{\lambda} \\
0 & I_{\mathcal{L}}
\end{array}\right]-\bar{\lambda}\left[\begin{array}{c}
C_{2} \\
-C_{1}
\end{array}\right]\left(I_{\mathcal{H}}-\bar{\lambda} B_{1}^{*}\right)^{-1}\left[\begin{array}{ll}
C_{1}^{*} & C_{2}^{*}-\bar{\lambda} C_{1}^{*}
\end{array}\right]
$$

and hence

$$
\begin{aligned}
W_{\Pi \mathcal{L}}(\lambda) & =\left[\begin{array}{cc}
I & 0 \\
-\lambda & I
\end{array}\right]-\lambda\left[\begin{array}{c}
C_{1} \\
C_{2}-\lambda C_{1}
\end{array}\right]\left(I_{\mathcal{H}}-\lambda B_{1}\right)^{-1}\left[\begin{array}{ll}
C_{2}^{*} & -C_{1}^{*}
\end{array}\right] \\
& =\left[\begin{array}{cc}
I & 0 \\
-\lambda & I
\end{array}\right]\left(I_{\mathcal{L} \oplus \mathcal{L}}-\lambda\left[\begin{array}{c}
C_{1} \\
C_{2}
\end{array}\right]\left(I_{\mathcal{H}}-\lambda B_{1}\right)^{-1}\left[\begin{array}{ll}
C_{2}^{*} & -C_{1}^{*}
\end{array}\right]\right)
\end{aligned}
$$

which coincides with the formula (4.24).
We recall the basic properties of $\mathcal{L}$-resolvent matrix $W_{\Pi \mathcal{L}}$.
Proposition 4.11. ([8], [11]) Let $A$ be a symmetric lineal relation in $\mathcal{H} \oplus \mathcal{L}$ and $\rho_{s}(A, \mathcal{L}) \neq$ 0 . Let $\Pi=\left\{\mathcal{L}, \Gamma_{1}, \Gamma_{2}\right\}$ be a boundary triplet for $A^{*}$ and $W(\lambda)=W_{\Pi \mathcal{L}}(\lambda)$ be the $\mathcal{L}$ resolvent matrix of $A$ corresponding to $\Pi$. Then

1) $0 \in \rho(W(\lambda))$ for all $\lambda \in \rho_{s}(A, \mathcal{L})$.
2) If $0 \in \rho(A, \mathcal{L})$ then there is a choice of the boundary triplet $\Pi=\left\{\mathcal{L}, \Gamma_{1}, \Gamma_{2}\right\}$ such that $W(0)=I$ and

$$
\begin{equation*}
W(\lambda)=I+i \lambda \mathcal{V}(\lambda) \mathcal{V}(0)^{*} J \quad(\lambda \in \rho(A, \mathcal{L})) \tag{4.29}
\end{equation*}
$$

3) The $\mathcal{L}$-resolvent matrix $W(\lambda)$ belongs to the generalized Potapov class $\mathcal{P}_{\kappa}(J)$ that is the kernel

$$
K_{\omega}(\lambda)=\frac{W(\lambda) J W(\omega)^{*}-J}{i(\lambda-\bar{\omega})} \quad(\lambda, \omega \in \rho(A, \mathcal{L}))
$$

has $\kappa$ negative squares on $\rho(A, \mathcal{L})$.
4) The class of $\mathcal{L}$-resolvent matrices of $A$ corresponding to $\Pi$ is invariant under the multiplication by a right $J$-unitary factor.

We obtain a formula in calculating the $\mathcal{L}$-resolvent matrix of $A$ for a more general setting statement.

Corollary 4.12. Let the data set $\left(B_{1}, B_{2}, C_{1}, C_{2}, K\right)$ satisfy $(A 1),(A 2)$ and assume that
( $A 3^{\prime}$ ) the operator $D=B_{2}-\mu B_{1}$ is an isomorphism in $\mathcal{X}$ for some $\mu \in \mathbb{R}$, and the operators $B_{1} D^{-1}: \mathcal{X} \rightarrow \mathcal{X}, G(\mu): \mathcal{X} \rightarrow \mathcal{L}^{2}$ are bounded, where the operator $G(\mu): \mathcal{X} \rightarrow \mathcal{L}^{2}$ is defined by

$$
G(\mu)=\left[\begin{array}{l}
C_{1}  \tag{4.30}\\
C_{2}
\end{array}\right]\left(B_{2}-\mu B_{1}\right)^{-1} \quad(\mu \in \mathbb{R})
$$

Then one of the $\mathcal{L}$-resolvent matrices of $A$ can be found from

$$
\begin{align*}
& {\left[\begin{array}{cc}
I & 0 \\
-\lambda & I
\end{array}\right]^{-1} W^{\mu}(\lambda)}  \tag{4.31}\\
& =I+i(\lambda-\mu)\left[\begin{array}{c}
C_{1} \\
C_{2}
\end{array}\right]\left(B_{2}-\lambda B_{1}\right)^{-1}\left(B_{2}^{*}-\mu B_{1}^{*}\right)^{-1}\left[\begin{array}{c}
C_{1} \\
C_{2}
\end{array}\right]^{*} J .
\end{align*}
$$

Proof. The data set

$$
\left(B_{1}\left(B_{2}-\mu B_{1}\right)^{-1}, I_{\mathcal{X}}, C_{1}\left(B_{2}-\mu B_{1}\right)^{-1},\left(C_{2}-\mu C_{1}\right)\left(B_{2}-\mu B_{1}\right)^{-1}, K\right)
$$

satisfies the assumptions (A1)-(A3). Indeed, the assumption (1) verified by substitution into (A1) the vectors

$$
h=\left(B_{2}-\mu B_{1}\right) h^{\prime}, \quad g=\left(B_{2}-\mu B_{1}\right) g^{\prime}
$$

and assumptions (2) and (3) follow from ( $3^{\prime}$ ).

Note that the linear relation $A$ defined by the formula (4.2) has the same form for the problems $A I P_{\kappa}\left(B_{1}, B_{2}, C_{1}, C_{2}, K\right)$ and $A I P_{\kappa}\left(B_{1}\left(B_{2}-\mu B_{1}\right)^{-1}, I_{\mathcal{X}}, C_{1}\left(B_{2}-\mu B_{1}\right)^{-1},\left(C_{2}-\right.\right.$ $\left.\left.\mu C_{1}\right)\left(B_{2}-\mu B_{1}\right)^{-1}, K\right)$. Consider the linear relation $A-\mu$

$$
A-\mu=\left\{\left\{\left[\begin{array}{c}
B_{1}\left(B_{2}-\mu B_{1}\right)^{-1} h \\
C_{1}\left(B_{2}-\mu B_{1}\right)^{-1} h
\end{array}\right],\left[\begin{array}{c}
h \\
\left(C_{2}-\mu C_{1}\right)\left(B_{2}-\mu B_{1}\right)^{-1} h
\end{array}\right]\right\}: h \in \mathcal{H}\right\}
$$

Due to (4.24) its $\mathcal{L}$-resolvent matrix $W(\lambda)$ satisfies the equality

$$
\begin{aligned}
& {\left[\begin{array}{cc}
-I & 0 \\
\lambda & -I
\end{array}\right]^{-1} W(\lambda)} \\
& =I_{\mathcal{L} \oplus \mathcal{L}}+i \lambda\left[\begin{array}{c}
C_{1} \\
C_{2}-\mu C_{1}
\end{array}\right]\left(B_{2}-(\lambda+\mu) B_{1}\right)^{-1}\left(B_{2}^{*}-\mu B_{1}^{*}\right)^{-1}\left[\begin{array}{c}
C_{1} \\
C_{2}-\mu C_{1}
\end{array}\right]^{*} J .
\end{aligned}
$$

Then the matrix $W^{\mu}(\lambda)=W(\lambda-\mu)$ is the $\mathcal{L}$-resolvent matrix of $A$ and hence

$$
\begin{aligned}
& {\left[\begin{array}{cc}
I & 0 \\
-\lambda & I
\end{array}\right]^{-1} W^{\mu}(\lambda)=\left[\begin{array}{cc}
I & 0 \\
-\lambda & I
\end{array}\right]^{-1} W(\lambda-\mu)} \\
& =\left(I_{\mathcal{L} \oplus \mathcal{L}}+i(\lambda-\mu)\left[\begin{array}{c}
C_{1} \\
C_{2}
\end{array}\right]\left(B_{2}-\lambda B_{1}\right)^{-1}\left(B_{2}^{*}-\mu B_{1}^{*}\right)^{-1}\left[\begin{array}{c}
C_{1} \\
C_{2}
\end{array}\right]^{*} J\right)\left[\begin{array}{cc}
I & 0 \\
\mu & I
\end{array}\right]
\end{aligned}
$$

This prove (4.31) since the class of $\mathcal{L}$-resolvent matrices is invariant under the multiplication by a right $J$-unitary factor.

Theorem 4.13. Let $A$ be a symmetric lineal relation in $\mathcal{H} \oplus \mathcal{L}$ let $\Pi=\left\{\mathcal{L}, \Gamma_{1}, \Gamma_{2}\right\}$ be a boundary triplet for $A^{*}$ and $W_{\Pi \mathcal{L}}(\lambda)$ be the corresponding $\mathcal{L}$-resolvent matrix of $A$. Then the set of $\mathcal{L}$-resolvents of $A$ is parametrized by the formula

$$
\begin{equation*}
P_{\mathcal{L}}(\tilde{A}-\lambda)^{-1} \upharpoonright_{\mathcal{L}}=\left(w_{11}(\lambda) q(\lambda)+w_{12}(\lambda) p(\lambda)\right)\left(w_{21}(\lambda) q(\lambda)+w_{22}(\lambda) p(\lambda)\right)^{-1} \tag{4.32}
\end{equation*}
$$

where $\{p, q\}$ ranges over the set $\widetilde{\mathbf{N}}(\mathcal{L})$ of all equivalence classes of Nevanlinna pairs such that

$$
0 \in \rho\left(w_{21}(\lambda) q(\lambda)+w_{22}(\lambda) p(\lambda)\right) \quad \text { for some } \quad \lambda \in \mathbb{C}
$$

Moreover, the $\mathcal{L}$-resolvent $P_{\mathcal{L}}(\widetilde{A}-\lambda)^{-1} \upharpoonright_{\mathcal{L}}$ defined by (4.32) is $\mathcal{L}$-regular if and only if the Nevanlinna pair $\{p, q\}$ satisfies the condition

$$
\begin{equation*}
\left(w_{11}(\lambda) q(\lambda)+w_{12}(\lambda) p(\lambda)\right)\left(w_{21}(\lambda) q(\lambda)+w_{22}(\lambda) p(\lambda)\right)^{-1} \in N_{\kappa}(\mathcal{L}) \tag{4.33}
\end{equation*}
$$

Proof. The first statement of this Theorem was proved in [8, Prop. 5.3].
Let the $\mathcal{L}$-resolvent $P_{\mathcal{L}}(\widetilde{A}-\lambda)^{-1} \upharpoonright_{\mathcal{L}}$ is $\mathcal{L}$-regular. Then the subspace

$$
\mathcal{H}_{0}=\overline{\operatorname{span}}\left\{P_{\mathcal{H}}(\widetilde{A}-\lambda)^{-1} \mathcal{L}: \lambda \in \rho(\widetilde{A})\right\}
$$

is a nondegenerate Pontryagin space with the negative index equal to $\kappa\left(\Pi_{\kappa}\right.$-space $)$. As follows from Theorem 2.11 the generalized Fourier transform $\mathcal{F}$ maps isometrically the subspace $\mathcal{H}_{0}$ onto $\mathcal{H}(\varphi, \psi)$ where the functions $\varphi, \psi$ are defined by the formula (2.3). Hence the space $\mathcal{H}(\varphi, \psi)$ is also a $\Pi_{\kappa}$-space and, therefore, $\{\varphi, \psi\} \in \mathbf{N}_{\kappa}(\mathcal{L})$. This statement is equivalent to the condition (4.33).

Now, let $\{\varphi, \psi\} \in \mathbf{N}_{\kappa}(\mathcal{L})$. Then the space $\mathcal{H}(\varphi, \psi)$ is a $\Pi_{\kappa}$-space and, therefore, the space $\mathcal{H}_{0}$ is $\Pi_{\kappa}$-space. The latter statement means that the linear relation $\widetilde{A}$ is $\mathcal{L}$-regular.
4.5. Parametrization of the set of solutions of $A I P_{\kappa}$. To describe solutions of the $A I P_{\kappa}$ it remains to combine Theorem 3.3 and Theorem 4.13. Let the operator valued function $\Theta=\left[\begin{array}{ll}\theta_{11} & \theta_{12} \\ \theta_{21} & \theta_{22}\end{array}\right]$ be defined by

$$
\Theta(\lambda)=\left[\begin{array}{ll}
I & 0  \tag{4.34}\\
\lambda & I
\end{array}\right] W(\lambda)=\left(I-\lambda\left[\begin{array}{l}
C_{1} \\
C_{2}
\end{array}\right]\left(I_{\mathcal{H}}-\lambda B_{1}\right)^{-1}\left[\begin{array}{ll}
C_{2}^{*} & -C_{1}^{*}
\end{array}\right]\right)
$$

Theorem 4.14. Let the data set $A I P_{\kappa}\left(B_{1}, B_{2}, C_{1}, C_{2}, K\right)$ satisfies (A1)-(A3) and $s q_{-} K=\kappa$. Then the formula

$$
\left[\begin{array}{l}
\psi(\lambda)  \tag{4.35}\\
\varphi(\lambda)
\end{array}\right]=\Theta(\lambda)\left[\begin{array}{l}
q(\lambda) \\
p(\lambda)
\end{array}\right]\left(w_{21}(\lambda) q(\lambda)+w_{22}(\lambda) p(\lambda)\right)^{-1}
$$

establishes a one-to-one correspondence between the set of all normalized solutions $\{\varphi, \psi\}$ of the $A I P_{\kappa}\left(B_{1}, B_{2}, C_{1}, C_{2}, K\right)$ and the set of all equivalence classes of Nevanlinna pairs $\{p, q\} \in \widetilde{\mathbf{N}}(\mathcal{L})$ such that (4.33) is satisfied. The corresponding mapping $F: \mathcal{X} \rightarrow \mathcal{H}(\varphi, \psi)$ in (C1)-(C2), is defined by the solution $\{\varphi, \psi\}$

$$
(F g)(\mu)=\left[\begin{array}{ll}
\varphi(\mu) & -\psi(\mu)] G(\mu) g \quad(\mu \in \mathcal{O}, g \in \mathcal{X}), ~ \tag{4.36}
\end{array}\right.
$$

where $\mathcal{O}$ is a neighborhood of 0 and

$$
G(\mu)=\left[\begin{array}{l}
C_{1} \\
C_{2}
\end{array}\right]\left(I_{\mathcal{H}}-\mu B_{1}\right)^{-1} \quad(\mu \in \mathcal{O})
$$

Proof. The description (4.35) is implied by the Theorem 4.13 and the formulas (3.4), (4.34). Indeed,

$$
\begin{align*}
{\left[\begin{array}{c}
\psi(\lambda) \\
\varphi(\lambda)
\end{array}\right] } & =\left[\begin{array}{cc}
I_{\mathcal{L}} & 0 \\
\lambda & I_{\mathcal{L}}
\end{array}\right]\left[\begin{array}{c}
P_{\mathcal{L}}(\widetilde{A}-\lambda)^{-1} \upharpoonright \mathcal{L} \\
I_{\mathcal{L}}
\end{array}\right]  \tag{4.37}\\
& =\left[\begin{array}{cc}
I_{\mathcal{L}} & 0 \\
\lambda & I_{\mathcal{L}}
\end{array}\right]\left[\begin{array}{c}
\left.\left(w_{11}(\lambda) q(\lambda)+w_{12}(\lambda) p(\lambda)\right)\left(w_{21}(\lambda) q(\lambda)+w_{22}(\lambda) p(\lambda)\right)^{-1}\right] \\
I_{\mathcal{L}}
\end{array}\right] \\
& =\Theta(\lambda) W(\lambda)^{-1}\left[\begin{array}{c}
\left(w_{11}(\lambda) q(\lambda)+w_{12}(\lambda) p(\lambda)\right)\left(w_{21}(\lambda) q(\lambda)+w_{22}(\lambda) p(\lambda)\right)^{-1} \\
I_{\mathcal{L}}
\end{array}\right.
\end{align*}
$$

Using the relation

$$
W\left[\begin{array}{l}
q \\
p
\end{array}\right]=\left[\begin{array}{l}
w_{11} q+w_{12} p \\
w_{21} q+w_{22} p
\end{array}\right]
$$

we rewrite the right side of (4.37) as

$$
\begin{aligned}
{\left[\begin{array}{l}
\psi(\lambda) \\
\varphi(\lambda)
\end{array}\right] } & =\Theta(\lambda) W(\lambda)^{-1} W(\lambda)\left[\begin{array}{l}
q(\lambda) \\
p(\lambda)
\end{array}\right]\left(w_{21}(\lambda) q(\lambda)+w_{22}(\lambda) p(\lambda)\right)^{-1} \\
& =\Theta\left[\begin{array}{l}
q(\lambda) \\
p(\lambda)
\end{array}\right]\left(w_{21}(\lambda) q(\lambda)+w_{22}(\lambda) p(\lambda)\right)^{-1}
\end{aligned}
$$

Therefore, the formula (4.35) is proved.
Let $\mathcal{O}$ is a neighborhood of 0 such that the operator $\left(I_{\mathcal{H}}-\mu B_{1}\right)$ is invertible in $\mathcal{H}$ for $\mu \in \mathcal{O}$, and let $g \in\left(I-\mu B_{1}\right) \mathcal{X}(\mu \in \mathcal{O})$. Applying (C1) to the vector $h=h_{\mu}:=$ $\left(I-\mu B_{1}\right)^{-1} g$, one obtains

$$
\begin{align*}
(F g)(\lambda) & =\left(F h_{\mu}\right)(\lambda)-\mu\left(F B_{1} h_{\mu}\right)(\lambda) \\
& =[\varphi(\lambda) \quad-\psi(\lambda)] G(\mu) g+(\lambda-\mu)\left(F B_{1} h_{\mu}\right)(\lambda) . \tag{4.38}
\end{align*}
$$

Setting in (4.38) $\lambda=\mu$ one obtains

$$
(F g)(\mu)=\left[\begin{array}{ll}
\varphi(\mu) & -\psi(\mu) \tag{4.39}
\end{array}\right] G(\mu) g \quad\left(\mu \in \mathcal{O}, g \in\left(I-\mu B_{1}\right) \mathcal{X}\right)
$$

Let $g \in \mathcal{X}, g_{n} \in\left(I-\mu B_{1}\right) \mathcal{X}$ and $g_{n} \rightarrow g$ as $n \rightarrow \infty$ (where the convergence is meant in the Pontryagin space sense). Then taking the limit in

$$
\left(F g_{n}\right)(\mu)=\left[\begin{array}{ll}
\varphi(\mu) & -\psi(\mu)
\end{array}\right] G(\mu) g_{n}
$$

one obtains (4.36) for $g \in \mathcal{X}$.
Theorem 4.15. Let the data set ( $B_{1}, B_{2}, C_{1}, C_{2}, K$ ) satisfy (A1), (A2), (A3') (sq-K $=$ к) and let

$$
\begin{aligned}
\Theta^{\mu}(\lambda) & :=\left[\begin{array}{cc}
I & 0 \\
\lambda & I
\end{array}\right] W^{\mu}(\lambda) \\
& =\left(I+i(\lambda-\mu)\left[\begin{array}{l}
C_{1} \\
C_{2}
\end{array}\right]\left(B_{2}-\lambda B_{1}\right)^{-1}\left(B_{2}^{*}-\mu B_{1}^{*}\right)^{-1}\left[\begin{array}{c}
C_{1} \\
C_{2}
\end{array}\right]^{*} J\right) V .
\end{aligned}
$$

Then the formula

$$
\left[\begin{array}{c}
\psi(\lambda)  \tag{4.40}\\
\varphi(\lambda)
\end{array}\right]=\Theta^{\mu}(\lambda)\left[\begin{array}{c}
q(\lambda) \\
p(\lambda)
\end{array}\right]\left(w_{21}^{\mu}(\lambda) q(\lambda)+w_{22}^{\mu}(\lambda) p(\lambda)\right)^{-1}
$$

establishes the one-to-one correspondence between the set of all normalized solutions $\{\varphi, \psi\}$ of the $A I P_{\kappa}\left(B_{1}, B_{2}, C_{1}, C_{2}, K\right)$ and the set of all equivalence classes of Nevanlinna pairs $\{p, q\} \in \widetilde{\mathbf{N}}(\mathcal{L})$ such that (4.33) is satisfied.

Proof. The theorem follows from the just proved Theorem 4.14 and Corollary 4.12.
4.6. Uniqueness of the mapping $F$. In general, the mapping $F: \mathcal{X} \rightarrow \mathcal{H}(\varphi, \psi)$ in $(\mathrm{C} 1)-(\mathrm{C} 2)$ is not uniquely defined by the solution $\{\varphi, \psi\}$ of the $A I P_{\kappa}\left(B_{1}, B_{2}, C_{1}, C_{2}, K\right)$. We impose an additional assumption on the data set which ensures the uniqueness of $F$.
(U) Let the mapping $B_{2}-\lambda B_{1}$ be an isomorphism in $\mathcal{X}$ for all $\lambda$ in nonempty domains $\mathcal{O}_{ \pm} \subset \mathbb{C}_{ \pm}$.
Let us set

$$
G(\lambda)=\left[\begin{array}{l}
C_{1}  \tag{4.41}\\
C_{2}
\end{array}\right]\left(B_{2}-\lambda B_{1}\right)^{-1} \quad\left(\lambda \in \mathcal{O}_{ \pm}\right)
$$

Proposition 4.16. Let the data set $\left(B_{1}, B_{2}, C_{1}, C_{2}, K\right)$ satisfies the assumptions (A1)(A2) and (U) $(\nu \leq \kappa)$. Then the mapping $F: \mathcal{X} \rightarrow \mathcal{H}(\varphi, \psi)$ in (C1)-(C3) is uniquely defined by the solution $\{\varphi, \psi\}$ of the $A I P_{\kappa}\left(B_{1}, B_{2}, C_{1}, C_{2}, K\right)$ by the formula

$$
\begin{equation*}
(F h)(\lambda)=[\varphi(\lambda) \quad-\psi(\lambda)] G(\lambda) h \quad\left(\lambda \in \mathcal{O}_{ \pm}\right) \tag{4.42}
\end{equation*}
$$

Proof. Applying (C1) to the vector

$$
h=h_{\mu}:=\left(B_{2}-\mu B_{1}\right)^{-1} g \quad\left(\mu \in \mathcal{O}_{ \pm}, g \in \mathcal{X}\right)
$$

one obtains

$$
\begin{align*}
(F g)(\lambda) & =\left(F B_{2} h_{\mu}\right)(\lambda)-\mu\left(F B_{1} h_{\mu}\right)(\lambda) \\
& =\left(F B_{2} h_{\mu}\right)(\lambda)-\lambda\left(F B_{1} h_{\mu}\right)(\lambda)+(\lambda-\mu)\left(F B_{1} h_{\mu}\right)(\lambda)  \tag{4.43}\\
& =[\varphi(\lambda) \quad-\psi(\lambda)] G(\mu) g+(\lambda-\mu)\left(F B_{1} h_{\mu}\right)(\lambda)
\end{align*}
$$

Setting in (4.43) $\lambda=\mu$ one obtains $(F g)(\mu)=\left[\begin{array}{ll}\varphi(\mu) & -\psi(\mu)\end{array}\right] G(\mu) g$.
Remark 4.17. Let the data set $\left(B_{1}, B_{2}, C_{1}, C_{2}, K\right)$ satisfies the assumptions (A1)-(A3). Then this data set satisfies the assumption (U) automatically. Hence in the conditions of Theorem 4.14 the mapping $F: \mathcal{X} \rightarrow \mathcal{H}(\varphi, \psi)$ in (C1)-(C2) is uniquely defined by the solution $\{\varphi, \psi\}$ of the $A I P_{\kappa}\left(B_{1}, B_{2}, C_{1}, C_{2}, K\right)$. The mapping $F$ is defined by the formula (4.36).

## 5. A solubility of $A I P_{\kappa}$ In the set of $N_{\kappa}$-FUnCtion

A function $m(\lambda) \in N_{\kappa}(\mathcal{L})$ is called a solution of $A I P_{\kappa}$ if the pair $\left\{I_{\mathcal{L}}, m\right\}$ is equivalent to the some $N_{\kappa}$-pair $\{\varphi, \psi\}$ which is solution of $A I P_{\kappa}$. In general the $A I P_{\kappa}$ mayn't have solutions in the class of operator-function. We impose an additional assumption on the data set
(A4) that for some choice of numbers $\lambda_{j} \in \mathbb{C}_{+}(j=1, \ldots, \kappa)$ the following condition holds:

$$
\operatorname{ker}\left[\begin{array}{lllll}
C_{2}^{*} & \left(1-\lambda_{1} B_{1}^{*}\right)^{-1} C_{2}^{*} & \left(1-\lambda_{2} B_{1}^{*}\right)^{-1} C_{2}^{*} & \cdots & \left(1-\lambda_{\kappa} B_{1}^{*}\right)^{-1} C_{2}^{*}
\end{array}\right]=\{0\}
$$

Apparently, for the first time a condition of this type appeared in [27]. A similar condition was used in [2] for solubility of some interpolation problem in a set of functions.

We can proceed to prove the main theorems.
Proof of Theorem 1.1. According to Theorem 3.3 it remains to show that every solution of $A I P_{\kappa}\left(B_{1}, B_{2}, C_{1}, C_{2}, K\right)$ is operator-functions. Let the pair $\{\varphi, \psi\}$ be a solution of $A I P_{\kappa}$ which is not equivalent to the pair of the form $\left\{I_{\mathcal{L}}, m\right\}$. This means that there is a point $\lambda_{\kappa+1} \in \mathbb{C}_{+}\left(\neq \lambda_{j}\right)$ and vectors $f_{j} \in \mathcal{L}(j=1, \ldots, \kappa+1)$ such that the following conditions hold:

$$
\begin{equation*}
\varphi\left(\lambda_{j}\right) f_{j}=0, \quad \psi\left(\lambda_{j}\right) f_{j} \neq 0 \quad(j=1, \ldots, \kappa+1) \tag{5.1}
\end{equation*}
$$

Since the $N_{\kappa}$-pair $\{\varphi, \psi\}$ is normalized then $\varphi(\lambda)-\lambda \psi(\lambda)=I_{\mathcal{L}}$. Let a lineal relation $\widetilde{A}$ be selfadjoint $\mathcal{L}$-regular extensions of $\widehat{A}$ with the exit to a Pontryagin space $\widetilde{\mathcal{H}} \oplus \mathcal{L} \supset \mathcal{H} \oplus \mathcal{L}$ and the formula (3.4) holds. Let vectors $h_{j} \in \widetilde{\mathcal{H}} \oplus \mathcal{L}$ be given by

$$
\begin{equation*}
h_{j}:=\lambda_{j}\left(\widetilde{A}-\lambda_{j}\right)^{-1} f_{j}+f_{j} \quad(j=1, \ldots, \kappa+1) \tag{5.2}
\end{equation*}
$$

Then

$$
\begin{equation*}
\left\{h_{j}-f_{j}, \lambda_{j} h_{j}\right\} \in \widetilde{A} \quad(j=1, \ldots, \kappa+1) \tag{5.3}
\end{equation*}
$$

The vectors $h_{j}$ belong to the space $\tilde{\mathcal{H}}$, because

$$
P_{\mathcal{L}} h_{j}=P_{\mathcal{L}}\left(\lambda_{j}\left(\widetilde{A}-\lambda_{j}\right)^{-1}+I_{\mathcal{L}}\right) f_{j}=\varphi\left(\lambda_{j}\right) f_{j}=0
$$

Since the linear relation $\widetilde{A}$ is selfadjoint and the spaces $\widetilde{\mathcal{H}}$ and $\mathcal{L}$ are orthogonal it follows that for any $j, k=1, \ldots, \kappa+1$

$$
0=\left\langle h_{j}-f_{j}, \lambda_{k} h_{k}\right\rangle_{\tilde{\mathcal{H}} \oplus \mathcal{L}}-\left\langle\lambda_{j} h_{j}, h_{k}-f_{k}\right\rangle_{\tilde{\mathcal{H}} \oplus \mathcal{L}}=\left(\lambda_{j}-\bar{\lambda}_{k}\right)\left\langle h_{j}, h_{k}\right\rangle_{\tilde{\mathcal{H}}}
$$

Hence the span of $\kappa+1$ vectors $h_{j}$ is a neutral subspace of the space $\widetilde{\mathcal{H}}$. Since the dimension of the neutral subspaces of space $\widetilde{\mathcal{H}}$ does not exceed $\kappa$ then of the vectors $\left\{h_{j}\right\}_{1}^{\kappa+1}$ are linearly dependent, i.e. there are $\alpha_{j} \in \mathbb{C}(j=1, \ldots, \kappa+1)$ such that

$$
\begin{equation*}
\sum_{j=1}^{\kappa+1} \alpha_{j} h_{j}=0 \tag{5.4}
\end{equation*}
$$

Assume that $\alpha_{\kappa+1}=-1$, i.e.

$$
h_{\kappa+1}=\sum_{j=1}^{\kappa} \alpha_{j} h_{j} .
$$

Then the inclusions (5.3) yield

$$
\left\{\frac{1}{\lambda_{\kappa+1}}\left(h_{\kappa+1}-f_{\kappa+1}\right)-\sum_{j=1}^{\kappa} \frac{\alpha_{j}}{\lambda_{j}}\left(h_{j}-f_{j}\right), 0\right\} \in \widetilde{A}
$$

therefore

$$
\begin{equation*}
\left\{\sum_{j=1}^{\kappa} \alpha_{j}\left(\frac{1}{\lambda_{\kappa+1}}-\frac{1}{\lambda_{j}}\right) h_{j}-\frac{1}{\lambda_{\kappa+1}} f_{\kappa+1}+\sum_{j=1}^{\kappa} \frac{\alpha_{j}}{\lambda_{j}} f_{j}, 0\right\} \in \widetilde{A} \tag{5.5}
\end{equation*}
$$

We define the vectors $g_{0} \in \mathcal{L}$ and $\widetilde{g} \in \widetilde{\mathcal{H}}$ by the formulas

$$
\begin{equation*}
g_{0}:=\sum_{j=1}^{\kappa} \frac{\alpha_{j}}{\lambda_{j}} f_{j}-\frac{1}{\lambda_{\kappa+1}} f_{\kappa+1}, \quad \tilde{g}:=\sum_{j=1}^{\kappa} \alpha_{j}\left(\frac{1}{\lambda_{\kappa+1}}-\frac{1}{\lambda_{j}} h_{j}\right) \tag{5.6}
\end{equation*}
$$

Then the relation (5.5) can be rewritten as $\left\{g_{0}+\widetilde{g}, 0\right\} \in \widetilde{A}$.
Since $\widetilde{A}$ is a selfadjoint extension of $\widehat{A}=\left\{\left\{\left[\begin{array}{c}B_{1} x \\ C_{1} x\end{array}\right],\left[\begin{array}{c}x \\ C_{2} x\end{array}\right]\right\}: x \in \mathcal{X}\right\}$ then for all $x \in \mathcal{X}$

$$
0=\left\langle\widetilde{g}+g_{0},\left[\begin{array}{c}
x  \tag{5.7}\\
C_{2} x
\end{array}\right]\right\rangle_{\tilde{\mathcal{H}} \oplus \mathcal{L}}=\left(g_{0}, C_{2} x\right)_{\mathcal{L}}+\langle\widetilde{g}, x\rangle_{\tilde{\mathcal{H}}}
$$

Substituting expressions (5.2) for $h_{j}$ into (5.6) one obtains

$$
\begin{aligned}
\widetilde{g} & =\sum_{j=1}^{\kappa} \alpha_{j}\left(\frac{1}{\lambda_{\kappa+1}}-\frac{1}{\lambda_{j}}\right) h_{j} \\
& =\sum_{j=1}^{\kappa} \alpha_{j}\left(\frac{1}{\lambda_{\kappa+1}}-\frac{1}{\lambda_{j}}\right)\left(\lambda_{j}\left(\widetilde{A}-\lambda_{j}\right)^{-1}+I_{\mathcal{L}}\right) f_{j} \\
& =\sum_{j=1}^{\kappa}\left(\lambda_{j}\left(\widetilde{A}-\lambda_{j}\right)^{-1}+I\right) g_{j}
\end{aligned}
$$

where the vectors $g_{j} \in \mathcal{L}$ are defined by

$$
g_{j}=\alpha_{j}\left(\frac{1}{\lambda_{\kappa+1}}-\frac{1}{\lambda_{j}}\right) f_{j} \in \mathcal{L}
$$

It follows from (4.7) that

$$
\begin{aligned}
& K_{\lambda_{j}}:=\lambda_{j}\left(\widehat{A}-\lambda_{j}\right)^{-1}+I \\
& =\left\{\left\{\left[\begin{array}{c}
\left(I-\lambda_{j} B_{1}\right) x \\
\left(C_{2}-\lambda_{j} C_{1}\right) x
\end{array}\right],\left[\begin{array}{c}
x \\
C_{2} x
\end{array}\right]\right\}: x \in \mathcal{H}\right\} \\
& =\left\{\left\{\left[\begin{array}{c}
x \\
\left(C_{2}-\lambda_{j} C_{1}\right)\left(I-\lambda_{j} B_{1}\right)^{-1} x
\end{array}\right],\left[\begin{array}{c}
\left(I-\lambda_{j} B_{1}\right)^{-1} x \\
C_{2}\left(I-\lambda_{j} B_{1}\right)^{-1} x
\end{array}\right]\right\}: x \in \mathcal{H}\right\} .
\end{aligned}
$$

Therefore $K_{\lambda_{j}}^{*}=K_{\bar{\lambda}_{j}}$ as $\widetilde{A} \supset \widehat{A}$ is a selfadjoint lineal relation. So for all $x \in \mathcal{X}$

$$
\begin{aligned}
\langle\widetilde{g}, x\rangle_{\tilde{\mathcal{H}}} & =\sum_{j=1}^{\kappa}\left\langle\left(\lambda_{j}\left(\widetilde{A}-\lambda_{j}\right)^{-1}+I\right) g_{j}, x\right\rangle_{\tilde{\mathcal{H}}}=\sum_{j=1}^{\kappa}\left\langle K_{\lambda_{j}}\left[\begin{array}{c}
0 \\
g_{j}
\end{array}\right],\left[\begin{array}{l}
x \\
0
\end{array}\right]\right\rangle_{\tilde{\mathcal{H}} \oplus \mathcal{L}} \\
& =\sum_{j=1}^{\kappa}\left\langle K_{\lambda_{j}}\left[\begin{array}{c}
0 \\
g_{j}
\end{array}\right],\left[\begin{array}{c}
x \\
\left(C_{2}-\bar{\lambda}_{j} C_{1}\right)\left(I-\bar{\lambda}_{j} B_{1}\right)^{-1} x
\end{array}\right]\right\rangle_{\tilde{\mathcal{H}} \oplus \mathcal{L}} \\
& =\sum_{j=1}^{\kappa}\left\langle\left[\begin{array}{c}
0 \\
g_{j}
\end{array}\right], K_{\bar{\lambda}_{j}}\left[\begin{array}{c}
x \\
\left(C_{2}-\bar{\lambda}_{j} C_{1}\right)\left(I-\bar{\lambda}_{j} B_{1}\right)^{-1} x
\end{array}\right]\right\rangle_{\tilde{\mathcal{H}} \oplus \mathcal{L}} \\
& =\sum_{j=1}^{\kappa}\left\langle\left[\begin{array}{c}
0 \\
g_{j}
\end{array}\right],\left[\begin{array}{c}
\left(I-\bar{\lambda}_{j} B_{1}\right)^{-1} x \\
C_{2}\left(I-\bar{\lambda}_{j} B_{1}\right)^{-1} x
\end{array}\right]\right\rangle_{\tilde{\mathcal{H}} \oplus \mathcal{L}}=\sum_{j=1}^{\kappa}\left(g_{j}, C_{2}\left(I-\bar{\lambda}_{j} B_{1}\right)^{-1} x\right)_{\mathcal{L}}
\end{aligned}
$$

Combining this equality with (5.7) one obtain

$$
\begin{align*}
0 & =\left(g_{0}, C_{2} x\right)_{\mathcal{L}}+\sum_{j=1}^{\kappa}\left(g_{j}, C_{2}\left(I-\bar{\lambda}_{j} B_{1}\right)^{-1} x\right)_{\mathcal{L}} \\
& =\left(C_{2}^{*} g_{0}, x\right)_{\mathcal{H}}+\sum_{j=1}^{\kappa}\left(\left(I-\lambda_{j} B_{1}^{*}\right)^{-1} C_{2}^{*} g_{j}, x\right)_{\mathcal{H}} \tag{5.8}
\end{align*}
$$

This equality holds for all vectors $x$ which belong to the dense subset $\mathcal{X}$ of the Pontryagin space $\mathcal{H}$. It follows from (A4) that

$$
g_{0}=g_{1}=g_{2}=\cdots=g_{\kappa}=0
$$

and therefore

$$
\alpha_{1} f_{1}=\alpha_{2} f_{2}=\cdots=\alpha_{k} f_{k}=0, \quad f_{\kappa+1}=0
$$

This is a contradiction to the condition $f_{\kappa+1} \neq 0$.
Note, if the coefficient $\alpha_{\kappa+1}$ in (5.4) is equal to 0 we also obtain a contradiction. Indeed, representing any vector $h_{k}$ via the linear combination of the other $\kappa-1$ vectors $h_{j}(1 \leq j \leq \kappa, j \neq k)$, we prove that $f_{k}=0$.

Thus, there is no vector $\left\{f_{j}\right\}_{1}^{\kappa+1}$ which satisfy the conditions (5.1). Hence the operator function $\varphi(\lambda)$ in the $N_{\kappa}$-pair $\{\varphi, \psi\}$ where $\varphi(\lambda)$ is invertible for all $\lambda \in \mathbb{C}_{+}$with the exception of at most $\kappa$ points. Therefore the $N_{\kappa}$-function $m(\lambda)=\psi(\lambda) \varphi^{-1}(\lambda)$ is a solution of the $A I P_{\kappa}\left(B_{1}, B_{2}, C_{1}, C_{2}, K\right)$.
Proof of Theorem 1.2. Let a pair $\{\varphi, \psi\}$ be a solution of the $A I P_{\kappa}\left(B_{1}, B_{2}, C_{1}, C_{2}, K\right)$. It follows from the Theorem 4.14 that

$$
\left[\begin{array}{c}
\psi(\lambda) \\
\varphi(\lambda)
\end{array}\right]=\left[\begin{array}{l}
\theta_{11}(\lambda) q(\lambda)+\theta_{12}(\lambda) p(\lambda) \\
\theta_{21}(\lambda) q(\lambda)+\theta_{12}(\lambda) p(\lambda)
\end{array}\right]\left(w_{21}(\lambda) q(\lambda)+w_{22}(\lambda) p(\lambda)\right)^{-1}
$$

It follows from the Theorem 1.1 that the solution of the $A I P_{\kappa}\left(B_{1}, B_{2}, C_{1}, C_{2}, K\right)$ is the $N_{\kappa}$-function $m(\lambda)=\psi(\lambda) \varphi(\lambda)^{-1}$. Hence the formula (1.5) holds.

## References

1. D. Alpay, A. Dijksma, J. Rovnyak, H. S. V. de Snoo, Schur Functions, Operator Colligations, and Reproducing Kernel Pontryagin Spaces, Oper. Theory: Adv. Appl., 96, Birkhäuser Verlag, Basel, 1997.
2. A. Amirshadyan, V. Derkach, Interpolation in generalized Nevanlinna and Stieltjes classes, J. Operator Theory 42 (1999), no. 1, 145-188.
3. D. Alpay, I. Gohberg, Pairs of selfadjoint operators and their invariants, St. Petersburg Math. J. 16 (2005), no. 1, 59-104.
4. D. Z. Arov and L. Z. Grossman, Scattering matrices in the theory of unitary extensions of isometric operators, Math. Nachr. 157 (1992), 105-123.
5. J. A. Ball, T. T. Trent, The abstact interpolation problem and commutant lifting: a coordinatefree approach, Oper. Theory: Adv. Appl. 115 (2000), 51-83.
6. J. Behrndt, V. A. Derkach, S. Hassi, H. S. V. de Snoo, A realization theorem for generalized Nevanlinna pairs, Operators and Matrices 5 (2011), 679-706.
7. L. de Branges, Perturbation theory, J. Math. Anal. Appl. 57 (1977), 393-415.
8. V. Derkach, On generalized resolvents of Hermitian relations in Kreĭn spaces, J. Math. Sci. 97 (1999), no. 5, 4420-4460.
9. V. Derkach, On indefinite abstract interpolation problem, Methods Funct. Anal. Topology 7 (2001), no. 4, 87-100.
10. V. Derkach, Abstract interpolation problem in Nevanlinna classes, Modern Analysis and Applications: Mark Kreĭn Centenary Conference, vol. 1 - Operator Theory and Related Topics, Book Series: Operator Theory Advances and Applications, vol. 190, 2009, pp. 197-236.
11. V. A. Derkach, M. M. Malamud, Generalized resolvents and the boundary value problems for Hermitian operators with gaps, J. Funct. Anal. 95 (1991), 1-95.
12. V. A. Derkach, M. M. Malamud, The extension theory of hermitian operators and the moment problem, J. Math. Sci. 73 (1995), no. 2, 141-242.
13. I. Gohberg, P. Lancaster, L. Rodman, Matrices and Indefinite Inner Products, Birkhäuser Verlag, Basel—Boston-Stuttgart, 1983.
14. V. I. Gorbachuk and M. L. Gorbachuk, Boundary Value Problems for Operator Differential Equations, Kluwer Academic Publishers, Dordrecht—Boston—London, 1991. (Russian edition: Naukova Dumka, Kiev, 1984)
15. V. E. Katsnelson, A. Ya. Kheifets, and P. M. Yuditskii, The abstract interpolation problem and extension theory of isometric operators, Operators in Function Spaces and Problems in Function Theory, Naukova Dumka, Kiev, 1987, pp. 83-96. (Russian)
16. A. Kheifets, Hamburger moment problem: Parseval equality and A-singularity, J. Funct. Anal. 141 (1996), no. 2, 374-420.
17. A. Ya. Kheifets and P. M. Yuditskii, An analysis and extension of V. P. Potapov's approach to interpolation problems with applications to the generalized bi-tangential Schur-NevanlinnaPick problem and J-inner-outer factorization, Oper. Theory: Adv. Appl. 72 (1994), 133-161.
18. A. N. Kochubei, On extentions of symmetric operators and symmetric binary relations, Matem. Zametki 17 (1975), no. 1, 41-48. (Russian)
19. I. V. Kovalishina and V. P. Potapov, Indefinite metric in Nevanlinna-Pick problem, Dokl. Akad. Nauk Armjan. SSR, Ser. Mat. 59 (1974), 17-22. (Russian)
20. M. G. Kreĭn, Fundamental aspects of the representation theory of Hermitian operators with deficiency index ( $m, m$ ), Ukrain. Math. Zh. 1 (1949), 3-66. (Russian); English transl. Amer. Math. Soc. Transl., Series 2, 97 (1970), 75-143.
21. M. G. Kreĭn, G. K. Langer, The defect subspaces and generalized resolvents of a Hermitian operator in the space $\Pi_{\kappa}$, Funktsional. Anal. i Prilozhen. 5 (1971), no. 2, 59-71. (Russian); 5 (1971), no. 3, 54-69. (Russian); English transl. Funct. Anal. Appl. 5 (1971), no. 2, 136-146; 5 (1971), no. 3, 217-228.
22. M. G. Kreı̆n, H. Langer, Uber einige Fortsetzungsprobleme, die eng mit der Theorie hermitescher Operatoren im Raume $\Pi_{\kappa}$ zusammenhängen. II. Verallgemeinerte Resolventen, $u$ Resolventen und ganze Operatoren, J. Funct. Anal. 30 (1978), no. 3, 390-447. (German)
23. M. G. Kreĭn and Sh. N. Saakyan, Some new results in the theory of resolvent matrices, Dokl. Akad. Nauk SSSR 169 (1966), no. 1, 657-660. (Russian)
24. S. Kupin, Lifting theorem as a special case of abstract interpolation problem, Zeitschrift fur Analysis und ihre Anwendungen 15 (1996), no. 4, 789-798.
25. M. M. Malamud, On the formula of generalized resolvents of a nondensely defined Hermitian operator, Ukrain. Mat. Zh. 44 (1992), no. 2, 1658-1688. (Russian)
26. E. Neiman, A functional model associated with a generalized Nevanlinna pair, Ukrainian Math. Bull. 7 (2010), no. 2, 197-211.
27. A. A. Nudel'man, On a generalization of classical interpolation problems, Dokl. Akad. Nauk. SSSR 256 (1981), 790-793. (Russian); English transl. Soviet Math. Doklady 23 (1981), 125-128.

Department of Mathematics, Donets'k National University, 24 Universitets'ka, Donets'k, 83055, Ukraine

E-mail address: evg-sqrt@mail.ru
Received 02/04/2012; Revised 15/06/2012


[^0]:    2000 Mathematics Subject Classification. Primary 47A57; Secondary 39B42, 47A06, 47B25, 47B50.
    Key words and phrases. Interpolation problem, symmetric relation, selfadjoint extension, reproducing kernel, Pontryagin space, boundary triplet, resolvent matrix.

    The author thanks V. A. Derkach and M. M. Malamud for many suggestions and observations.

