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Abstract. We present an exact inner structure of the block Jacobi type matrix related to the complex moment problem with the corresponding measure supported on an arbitrary second order curve in the complex plane. For completeness of the study we also present a solution of the direct and inverse spectral problems for such matrices. In this the way, we give a necessary and sufficient condition under which a matrix in the CMV-form generates a (pre)normal operator, namely, not obligatory a unitary one.

1. Introduction

By solving the classical Hamburger moment problem we obtain a usual three-diagonal matrix called a Jacobi matrix [1]. A construction of such a matrix poses no problem. But if we solve a trigonometric moment problem we get a three-diagonal block matrix (usually a five-diagonal matrix in the spacial form, a CMV-matrix [2, 3]). Necessary and sufficient conditions on elements of a matrix under which the matrix in the CMV-form generates a unitary operator are not simple but known [2, 3] (see also [4]) due to the fact that the inner structure of matrix elements are known. By the concept of the inner structure or a description, we mean a set of some given parameters and rules that are used to construct a matrix with the corresponding properties.

If we solve, for example, a strong Hamburger moment problem we meet two commuting three-diagonal block matrices called Jacobi-Laurent matrices (usually they are five-diagonal of a spacial form [5, 6]). Necessary and sufficient condition for elements of the matrix under which such matrices generate symmetric commuting operators are known [5, 6] since the inner structure of matrix elements is described.

The situation is much more complicated with the complex moment problem. By solving the complex moment problem we obtain a block three-diagonal Jacobi-type matrix corresponding to a (pre)normal operator (prenormal is a densely defined operator that has a normal extension in the same space) [7, 8]. In this case, the blocks of the matrix are growing. A description of the inner structure of such a matrix is, perhaps, a non-realistic task. We don’t known conditions for elements of such a matrix under which the matrices would generate a (pre)normal operator. Only simple examples are known.

In this article we describe a particular case, namely an exact inner structure of a block Jacobi-type matrix related to the complex moment problem but with the correspondence measure supported only on an arbitrary second order curve in the complex plane. The
description is given in form of a necessary and sufficient condition for elements of correspondence matrix. Such a matrix does not have growing blocks and has a form of a CMV-matrix. In this connection we answer an additional question, — under what conditions on the elements of the CMV-matrix it will generate a (pre)normal operator.

For completeness of the study we also present a solution of the direct and inverse spectral problems for such matrices. The inverse spectral problem is a construction of block three-diagonal Jacobi-type matrix using a given measure, and the direct spectral problem consists in recovering the measure using a given block three-diagonal Jacobi-type matrix.

We remark that, actually, the trigonometric and the strong Hamburger moment problems are two particular cases. In general, we do not have any description of elements of matrices that would correspond to the usual, the strong, the half-strong two-dimensional moment problems [9, 10, 11], the complex moment problem in the exponential form [13, 12]. These problems are still open.

A collection of the cited above results is also contained in the monograph [14].

2. Preliminaries

The complex moment problem consists in finding a condition on a given sequence of complex numbers \( \{s_{m,n}\}, m, n \in \mathbb{N}_0, s_{m,n} \in \mathbb{C} \), that would imply existence of a nonnegative Borel measure \( d\rho(z) \) on the complex plane \( \mathbb{C} \) such that

\[
s_{m,n} = \int_{\mathbb{C}} z^m \bar{z}^n \, d\rho(z), \quad m, n \in \mathbb{N}_0. \tag{2.1}
\]

For existence of representation (2.1) it is necessary that a condition of positive definiteness would be fulfilled [7, 8],

\[
\sum_{j,k,m,n=0}^{\infty} f_{j,k} \bar{f}_{m,n} s_{j+n,k+m} \geq 0 \tag{2.2}
\]

for all finite sequences of complex numbers \( (f_{j,k})_{j,k=0}^{\infty}, f_{j,k} \in \mathbb{C} \).

For a given sequence of complex numbers \( \{s_{m,n}\}_{m,n=0}^{\infty} \) there exists a representation (2.1) and is unique if it is positive definite and

\[
\sum_{p=1}^{\infty} \frac{1}{\sqrt[2p]{s_{2p,2p}}} = \infty. \tag{2.3}
\]

In this paper, we suppose that the measure \( d\rho(z) \) is supported on an order two curve

\[
\Gamma = \{ z \mid z\bar{z} = \theta_0 z^2 + \theta_1 \bar{z} + \theta_2 z + \theta_3, \theta_i \in \mathbb{C}, i = 0, 1, 2, 3 \}.
\]

3. Construction of a three-diagonal block matrix

Consider a Borel probability measure \( d\rho(z) \) on \( \Gamma \) and the space \( L^2 = L^2(\Gamma, d\rho(z)) \) of square integrable complex valued functions defined on \( \Gamma \). We suppose that the support of this measure is an infinite set and the functions \( z^n, \bar{z}^n, n \in \mathbb{N}_0 := \{0, 1, 2, \ldots\} \), are linearly independent on \( L^2 \).

Let us consider the sequence of functions

\[
1, z, \bar{z}, z^2, \bar{z}^2, \ldots, z^n, \bar{z}^n, \ldots \tag{3.4}
\]

and apply the Schmidt orthogonalization procedure (see, for example, [18] Ch. 7). As a result we obtain an orthonormal system of polynomials (each one is a polynomial of \( z \).
and \( \hat{z} \) which we denote in the following way

\[
\begin{align*}
P_0(z) &= 1; \\
P_{1;1}(z) &= k_{1;1}z + \cdots, \\
P_{2;1}(z) &= k_{2;1}z^2 + \cdots, \\
&\quad \cdots; \\
P_{n;1}(z) &= k_{n;1}z^n + \cdots, \\
P_{1;2}(z) &= k_{1;2}\hat{z} + \cdots, \\
P_{2;2}(z) &= k_{2;2}\hat{z}^2 + \cdots; \\
&\quad \cdots; \\
P_{n;2}(z) &= k_{n;2}\hat{z}^n + \cdots; \\
\end{align*}
\]

where \( k_{n;1} > 0, k_{n;2} > 0 \) and " + \cdots" denotes the next part of the corresponding polynomial. In such a way \( P_{n;1} \) is a linear combination of \( \{1, z, \hat{z}, \ldots, z^{n-1}, \hat{z}^{n-1}, z^n, \hat{z}^n\} \) and \( P_{n;2} \) is a linear combination of \( \{1, z, \hat{z}, \ldots, z^{n-1}, \hat{z}^{n-1}, z^n, \hat{z}^n\} \).

Let us denote \( \mathcal{P}_{n;1} \) and \( \mathcal{P}_{n;2} \) two spaces spanned by \( \{1, z, \hat{z}, \ldots, z^{n-1}, \hat{z}^{n-1}, z^n, \hat{z}^n\} \) and \( \{1, z, \hat{z}, \ldots, z^{n-1}, \hat{z}^{n-1}, z^n, \hat{z}^n\} \), respectively, \( n \in \mathbb{N} \). Hence, one can say that \( P_{n;1}(z) \) is orthogonal to \( P_{n;1}(z) \). It is clear that for all \( n \in \mathbb{N} \) we have

\[
\mathcal{P}_0 \subset \mathcal{P}_{1;1} \subset \mathcal{P}_{1;2} \subset \cdots \subset \mathcal{P}_{n;1} \subset \mathcal{P}_{n;2} \subset \cdots,
\]

and \( \mathcal{P}_{n,1} = \{P_0(z)\} \oplus \{P_{1;1}(z)\} \oplus \cdots \oplus \{P_{n-1;1}(z)\} \oplus \{P_{n;1}(z)\}, \)

\[
\mathcal{P}_{n,2} = \{P_{n;1}(z)\} \oplus \{P_{1;2}(z)\} = \{P_0(z)\} \oplus \{P_{1;1}(z)\} \oplus \cdots \oplus \{P_{n;1}(z)\} \oplus \{P_{n;2}(z)\},
\]

where \( \{P_{n,\alpha}(z)\}, n \in \mathbb{N}, \alpha = 1, 2, \) denotes a one dimensional space spanned by \( P_{n,\alpha}(z) \).

In the sequel, we need the Hilbert space

\[
I_2 = \mathcal{H}_0 \oplus \mathcal{H}_1 \oplus \mathcal{H}_2 \oplus \cdots, \quad \mathcal{H}_0 = \mathbb{C}, \quad \mathcal{H}_1 = \mathcal{H}_2 = \cdots = \mathbb{C}^2.
\]

Each vector \( f \in I_2 \) has the form \( f = (f_n)_{n=0}^{\infty} \), \( f_n \in \mathcal{H}_n \), and consequently for all \( f, g \in I_2 \),

\[
\|f\|_{I_2}^2 = \sum_{n=0}^{\infty} \|f_n\|_{\mathcal{H}_n}^2 < \infty, \quad (f, g)_{I_2} = \sum_{n=0}^{\infty} (f_n, g_n)_{\mathcal{H}_n}.
\]

For \( n \in \mathbb{N} \), coordinates of a vector \( f_n \in \mathcal{H}_n \), with respect to the standard orthonormal basis \( \{e_{n;1}, e_{n;2}\} \) in the space \( \mathbb{C}^2 \), are denoted by \( (f_{n;1}, f_{n;2}) \) and, hence, we have \( f_n = (f_{n;1}, f_{n;2}) \).

Using the orthonormal system (3.5) one can define a mapping from \( I_2 \) into \( L^2 \). We put

\[
P_n(z) = (P_{n;1}(z), P_{n;2}(z)) \in \mathcal{H}_n, \text{ then}
\]

\[
I_2 \ni f = (f_n)_{n=0}^{\infty} \mapsto \hat{f}(z) = \sum_{n=0}^{\infty} (f_n, P_n(z))_{\mathcal{H}_n} \in L^2.
\]

Since for \( n \in \mathbb{N} \) \( (f_n, P_n(z))_{\mathcal{H}_n} = f_{n;1} \overline{P_{n;1}(z)} + f_{n;2} \overline{P_{n;2}(z)} \) and \( \|f\|_{I_2}^2 = \|(f_0, f_{1;1}, f_{1;2}, f_{2;1}, \ldots)\|_{I_2}^2 \), we see that (3.8) is a mapping of the usual space \( I_2 \) into \( L^2 \) via the orthonormal system (3.5) and, hence, this mapping is isometric. The image of \( I_2 \) under the mapping (3.8) is equal to the space \( L^2 \). This is indeed so, since linear combinations of (3.4) uniformly approximate an arbitrary continuous function on \( \Gamma \) and such a set of functions is dense in \( L^2 \); hence, the system (3.5) is total in \( L^2 \). Therefore the mapping (3.8) is a unitary transformation (denoted by \( I \)) that maps \( I_2 \) onto \( L^2 \).

Let \( A \) be a bounded linear operator defined on the space \( I_2 \). It is possible to construct an operator matrix \( (a_{j,k})_{j,k=0}^{\infty} \), where, for each \( j, k \in \mathbb{N}_0 \), the element \( a_{j,k} \in \mathcal{H}_k \) is an operator from \( \mathcal{H}_k \) into \( \mathcal{H}_j \), so that for all \( f, g \in I_2 \) we have

\[
(Af)_j = \sum_{k=0}^{\infty} a_{j,k} f_k, \quad j \in \mathbb{N}_0, \quad (Af, g)_{I_2} = \sum_{j,k=0}^{\infty} (a_{j,k} f_k, g_j)_{\mathcal{H}_j}.
\]

To prove (3.9) we only need to write the usual matrix of the operator \( A \) in the space \( I_2 \), using the basis \( (e_0 = 1, e_{1;1}, e_{1;2}, e_{2;1}, \ldots) \). Then \( a_{j,k} \) for each \( j, k \in \mathbb{N} \) is an operator \( \mathcal{H}_k \rightarrow \mathcal{H}_j \) that has a matrix representation \( (a_{j,k;\alpha,\beta})_{\alpha,\beta=1}^{\infty} \), so that

\[
a_{j,k;\alpha,\beta} = (A e_{k;\beta}, e_{j;\alpha})_{I_2}.
\]
If \( j = 0, k = 1, 2, \ldots \), then \((a_{0,k;\beta})_{\beta=1}^2\) is a \(1 \times 2\)-matrix operator \(\mathcal{H}_k \to \mathcal{H}_0\), where \(a_{0,k;\beta} = (Ae_{k;\beta}, e_0)_{l_2}\); if \( k = 0, j = 1, 2, \ldots \), then \((a_{j,0;\alpha})_{\alpha=1}^2\) is a \(2 \times 1\)-matrix operator \(\mathcal{H}_0 \to \mathcal{H}_j\), where \(a_{j,0;\alpha} = (Ae_0, e_{j;\alpha})_{l_2}\). And \(a_{0,0}\) is a \(1 \times 1\)-matrix operator (scalar) \(\mathcal{H}_0 \to \mathcal{H}_0\), where \(a_{0,0} = (Ae_0, e_0)_{l_2}\).

Let us consider the image \(\hat{A} = IA^{-1}: L^2 \to L^2\) of the above operator \(A\) defined by the mapping (3.8). Its matrix in the basis (3.5), \((P_0(z), P_{1;1}(z), P_{1;2}(z), P_{2;1}(z), \ldots)\), is equal to the usual matrix of the operator \(A: l_2 \to l_2\) in the corresponding basis \((e_0, e_{1;1}, e_{1;2}, e_{2;1}, \ldots)\). Using (3.10) and the above mentioned procedure, we get an operator matrix \((a_{j,k})_{j,k=0}^\infty\) of \(A: l_2 \to l_2\). By the definition this matrix is also the operator matrix of \(\hat{A}: L^2 \to L^2\).

It is clear that \(\hat{A}\) can be an arbitrary linear bounded operator in \(L^2\).

**Lemma 3.1.** Let \(\hat{A}\) be the bounded normal operator of multiplication on \(z\) in the space \(L^2\),

\[
L^2 \ni \varphi(z) \mapsto (\hat{A}\varphi)(z) = z\varphi(z) \in L^2.
\]

The operator matrix \((a_{j,k})_{j,k=0}^\infty\) of \(\hat{A}\) (i.e. of \(A = I^{-1}\hat{A}I\)) has a three-diagonal structure: \(a_{j,k} = 0\) for \(|j - k| > 1\).

**Proof.** Using (3.10) for \(e_{n;\gamma} = I^{-1}P_{n;\gamma}(z), n \in \mathbb{N}, \gamma = 1, 2\), we have, in the case \(j, k \in \mathbb{N}\),

\[
a_{j,k;\alpha,\beta} = (Ae_{k;\beta}, e_{j;\alpha})_{l_2} = \int_{\Gamma} zP_{k;\beta}(z)\overline{P_{j;\alpha}(z)}d\rho(z), \quad \alpha, \beta = 1, 2.
\]

From (3.5) we have \(zP_{k;1}(z) \in \mathcal{P}_{k+1;1}\) and \(zP_{k;2}(z) \in \mathcal{P}_{k+1;2}\). According to (3.6) the integral in (3.11) is equal to zero for \(j > k + 1\) and for each \(\alpha = 1, 2\).

On the other hand, the integral in (3.11) has the form

\[
a_{j,k;\alpha,\beta} = \int_{\Gamma} zP_{k;\beta}(z)\overline{P_{j;\alpha}(z)}d\rho(z).
\]

From (3.5) we have now that \(zP_{j;1}(z) \in \mathcal{P}_{j;2}\) and \(zP_{j;2}(z) \in \mathcal{P}_{j+1;2}\). According to (3.6) the last integral is equal to zero for \(k > j + 1\) and each \(\beta = 1, 2\).

As a result, the integral in (3.11), i.e., the elements \(a_{j,k;\alpha,\beta}, j, k \in \mathbb{N}\), are equal to zero for \(|j - k| > 1, \alpha, \beta = 1, 2\). The cases \(j = 1, 2, \ldots, k = 0\) and \(j = 0, k = 1, 2, \ldots\) are considered analogously (it is necessary to take into account that \(e_0 = I^{-1}P_0(z), P_0(z) = 1\)).

In such a way the matrix \((a_{j,k})_{j,k=0}^\infty\) of the operator \(\hat{A}\) has a three diagonal block structure

\[
\begin{pmatrix}
0 & 1 & 2 & 3 & 4 & \ldots \\
0 & a_{0,1} & 0 & 0 & 0 & \ldots \\
1 & a_{1,0} & a_{1,1} & a_{1,2} & 0 & \ldots \\
2 & 0 & a_{2,1} & a_{2,2} & a_{2,3} & 0 & \ldots \\
3 & 0 & 0 & a_{3,2} & a_{3,3} & a_{3,4} & \ldots \\
\vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \ddots
\end{pmatrix}
\]  

(3.12)

A further detailed analysis of the expressions in (3.11) gives a possibility to know about the zero and non zero elements of the matrices \((a_{j,k;\alpha,\beta})_{\alpha,\beta=1}^2\) in each case for \(|j - k| \leq 1\). We describe the permutation properties of the matrix indexes \(j, k\), and \(\alpha, \beta\). Let us remark that from (3.11) it follows that the norms \(\|a_{j,k}\|\) are uniformly bounded with respect to \(j, k \in \mathbb{N}_0\).
Lemma 3.2. For the polynomials $P_{n;\alpha}(z)$ and the subspaces $\mathcal{P}_{m,\beta}$, $n, m \in \mathbb{N}_0$, $\alpha, \beta = 1, 2$, the following relations hold:

\[ zP_{n;1}(z) \in \mathcal{P}_{n+1;1}, \quad \bar{z}P_{n;1}(z) \in \mathcal{P}_{n;2}; \]
\[ zP_{n;2}(z) \in \mathcal{P}_{n+1;1}, \quad \bar{z}P_{n;2}(z) \in \mathcal{P}_{n+1;2}; \]
\[ zP_0(z) \in \mathcal{P}_{1;1}, \quad \bar{z}P_0(z) \in \mathcal{P}_{1;2}. \]  

Proof. According to (3.5) the polynomial $P_{n;1}(z)$, $n \in \mathbb{N}$, is equal to some linear combination of \{1, $z$, $z^2$, \ldots, $z^{n-1}$, $z^n$\}. Hence, by the multiplication on $z$ we obtain a linear combination of \{1, $z$, $z^2$, $z^3$, \ldots, $z^n$, $z^{n-1}z$, $z^{n+1}$\}, and such a linear combination belongs to $\mathcal{P}_{n+1;1}$. Similarly, by multiplication on $\bar{z}$ we obtain a linear combination of \{$z$, $z\bar{z}$, $z^2\bar{z}$, \ldots, $z^n\bar{z}$, $z^{n-1}\bar{z}$, $z^{n+1}\bar{z}$\}, and such a linear combination belongs to $\mathcal{P}_{n;2}$.

According to (3.5), the polynomial $P_{n;2}(z)$, $n \in \mathbb{N}$, is equal to some linear combination of \{1, $z$, $\bar{z}$, \ldots, $z^{n-1}$, $z^n$\}. Hence, by multiplication on $z$ we obtain a linear combination of \{1, $z$, $z^2$, $z\bar{z}$, \ldots, $z^n$, $\bar{z}z^n$\}, and such a linear combination belongs to $\mathcal{P}_{n+1;1}$. In the same way, by multiplication on $\bar{z}$ we obtain a linear combination of \{$z$, $\bar{z}$, $z^2\bar{z}$, \ldots, $z^n\bar{z}$, $z^{n-1}\bar{z}$, $z^{n+1}\bar{z}$\}, and this linear combination belongs to $\mathcal{P}_{n+1;2}$.

Thus the relations (3.13) are proved since the case $n = 0$ is obvious. \hfill $\square$

Let us denote $((a^*)_{j,k})_{j,k=0}^{\infty}$ the operator matrix of the operator $(\bar{A})^*$ adjoint to $\bar{A}$. Note that $(\bar{A})^*$ is an operator of multiplication by $\bar{z}$. Taking into account the expression (3.11) for $j, k \in \mathbb{N}$ we have

\[ (a^*)_{j,k;\alpha,\beta} = \int_{\Gamma} \bar{z}P_{k;\beta}(z)P_{j;\alpha}(z) \, d\rho(z) = \int_{\Gamma} zP_{j;\alpha}(z)\bar{P}_{k;\beta}(z) \, d\rho(z) = a_{k,j;\alpha,\beta}, \quad \alpha, \beta = 1, 2. \]  

(3.14)

In cases $j = 0$, $k \in \mathbb{N}$, $k = 0$, $j \in \mathbb{N}$, $j = 0$, $k = 0$, instead of (3.11), we have

\[ a_{0,k;\beta} = \int_{\Gamma} zP_{k;\beta}(z) \, d\rho(z), \quad k \in \mathbb{N}, \quad \beta = 1, 2; \]
\[ a_{j,0;\alpha} = \int_{\Gamma} zP_{j;\alpha}(z) \, d\rho(z), \quad j \in \mathbb{N}, \quad \alpha = 1, 2; \]
\[ a_{0,0} = \int_{\Gamma} z \, d\rho(z). \]  

(3.15)

In these cases the equality (3.14) has the form

\[ (a^*)_{0,k;\beta} = \bar{a}_{k,0;\beta}, \quad (a^*)_{j,0;\alpha} = \bar{a}_{0,j;\alpha}, \quad a_{0,0} = \bar{a}_{0,0}, \quad j, k \in \mathbb{N}, \quad \alpha, \beta = 1, 2. \]  

(3.16)

Lemma 3.3. Let $(a_{j,k})_{j,k=0}^{\infty}$ be an operator matrix of multiplication by $z$ in $L^2$, where $a_{j,k} : \mathcal{H}_k \rightarrow \mathcal{H}_j$; $a_{0,0} = (a_{0,k;\beta})_{k=1}^{\infty}$, $a_{j,0} = (a_{j,0;\alpha})_{\alpha=1}^{\infty}$, $a_{j,k} = (a_{j,k;\alpha,\beta})_{\alpha,\beta=1}^{2}$ are matrices of the operators $a_{j,k}$ with respect to the standard basis. Then

\[ a_{j,0;2} = a_{j,j+1;1} = a_{j,j+1;2} = a_{j+1,j;2}, \quad a_{j+1,j;2} = 0, \quad j \in \mathbb{N}. \]  

(3.17)

Proof. According to (3.15), for $j \in \mathbb{N}$, we have

\[ a_{j,0;2} = \int_{\Gamma} zP_{j;2}(z) \, d\rho(z). \]  

(3.18)

Due to (3.13) $z = zP_0(z) \in \mathcal{P}_{1;1}$, but $P_{j;2}(z)$ is orthogonal to $\mathcal{P}_{1;1}$ for $j \in \mathbb{N}$ (see (3.6)). Hence, in this case, the integral in (3.18) is equal to zero.

According to (3.11) and (3.13), for $j \in \mathbb{N}$, we have

\[ a_{j,j+1;1} = \int_{\Gamma} zP_{j+1;1}(z) \bar{P}_{j;1}(z) \, d\rho(z) = \int_{\Gamma} \bar{z}P_{j;1}(z)P_{j+1;1}(z) \, d\rho(z), \]

where $\bar{z}P_{j;1}(z) \in \mathcal{P}_{j;2}$. But according to (3.6), $P_{j+1;1}(z)$ is orthogonal to $\mathcal{P}_{j;2}$ and, hence, the last integral is equal to zero.
Then, according to (3.15), we get
\[ zP_{j+1:2}(z) = \int_{\Gamma} \tilde{z}P_{j+1:2}(z) d\rho(z), \]
where \( \tilde{z}P_{j:2}(z) \in \mathcal{P}_{j:2}. \) But according to (3.6) \( P_{j+1:2}(z) \) is orthogonal to \( \mathcal{P}_{j:2} \) and, hence, the last integral is equal to zero.

Also, from (3.11), (3.13), and (3.6) for \( j \in \mathbb{N} \) we have
\[ a_{j+1,j:1,2} = \int_{\Gamma} zP_{j+1:2}(z) d\rho(z), \]
where \( zP_{j:2}(z), \) \( zP_{j:2}(z) \in \mathcal{P}_{j+1:1}. \) But according to (3.6) \( P_{j+1:2}(z) \) is orthogonal to \( \mathcal{P}_{j+1:1}, \)
and, hence, both latter integrals are also equal to zero. \( \Box \)

So, after the previous investigations we conclude that the line under the \( 2 \times 1 \)-matrix \( a,0 \) and the line over (resp., under) the \( 2 \times 2 \)-matrices \( a_{j,j+1} \) (resp., \( a_{j+1,j} \)) consists of zero elements. Taking into account (3.12) we can conclude that the normal matrix of the multiplication operator by \( z \) is a five diagonal usual scalar matrix.

**Lemma 3.4.** The matrix \((a_{j,k})_{j,k=0}^{\infty}\) from Lemma 3.3 has the following positive elements:
\[ a_{0,1:2}, a_{1,0:1}; a_{j,j+1:2,2}, a_{j+1,j:1,1}, \quad j \in \mathbb{N}. \] (3.19)

**Proof.** Let us denote by \( P'_{1:1}(z) \) the non-normalized vector \( P_{1:1}(z) \), which is obtained from the Schmidt orthogonalization procedure for the sequence (3.4): \( P'_{1:1}(z) = z - (z, 1)_{L^2}. \)

Then, according to (3.15), we get
\[ a_{1,0:1} = \int_{\Gamma} zP_{1:1}(z) d\rho(z) = \|P'_{1:1}(z)\|_{L^2}^{-1} \int_{\Gamma} zP'_{1:1}(z) d\rho(z) \]
\[ = \|P'_{1:1}(z)\|_{L^2}^{-1} \int_{\Gamma} (z - (z, 1)_{L^2}) d\rho(z) = \|P'_{1:1}(z)\|_{L^2}^{-1} (1 - |(z, 1)_{L^2}|^2). \] (3.20)

Later we will show that
\[ |(\bar{z}, 1)_{L^2}|^2 + |(\bar{z}, P_{1:1}(z))_{L^2}|^2 < 1. \] (3.21)

Hence, from (3.20) we get \( a_{1,0:1} > 0. \)

Let us consider \( a_{0,1:2}. \) As before, we denote by \( P'_{1:2}(z) \) the non-normalized vector \( P_{1:2}(z) \) obtained from the Schmidt orthogonalization procedure for the sequence (3.4), \( P'_{1:2}(z) = z - (\bar{z}, P_{1:1}(z))_{L^2}P_{1:1}(z) - (\bar{z}, 1)_{L^2}. \) Then according to (3.15) and (3.21) we get
\[ a_{0,1:2} = \int_{\Gamma} zP_{1:2}(z) d\rho(z) \]
\[ = \|P'_{1:2}(z)\|_{L^2}^{-1} \int_{\Gamma} (z - (\bar{z}, P_{1:1}(z))_{L^2}P_{1:1}(z) - (\bar{z}, 1)_{L^2}) d\rho(z) \]
\[ = \|P'_{1:2}(z)\|_{L^2}^{-1} (1 - |(\bar{z}, P_{1:1}(z))_{L^2}|^2 - |(\bar{z}, 1)_{L^2}|^2) > 0. \]

At the next step we consider \( a_{j,j+1:2,2} \) and \( a_{j+1,j:1,1}, j \in \mathbb{N}. \) By (3.11), we have
\[ a_{j,j+1:2,2} = \int_{\Gamma} zP_{j+1:2}(z)P_{j:2}(z) d\rho(z) = \int_{\Gamma} \tilde{z}P_{j:2}(z)P_{j+1:2}(z) d\rho(z), \] (3.22)
\[ a_{j+1,j:1,1} = \int_{\Gamma} zP_{j:1}(z)P_{j+1:1}(z) d\rho(z). \] (3.23)
In the expression (3.22), for $a_{j,j+1;2;2}$ we have that $zP_{j;2}(z) \in \mathcal{P}_{j+1;2}$ (see (3.13)) and that the coefficient of this function at $P_{j+1;2}(z)$ in decomposition (3.6) is positive. This fact follows from (3.4) and (3.5), since
\[ \bar{z}P_{j;2}(z) = k_{j;2}z^{-(j+1)i\theta} + \bar{z}(\ldots) = \frac{k_{j;2}}{k_{j+1;2}}P_{j+1;2}(z) + Q_j(z), \tag{3.24} \]
where we denote by dots the terms from the correspondence expression for $P_{j;2}(z)$ in (3.5). In (3.24) $Q_j(z)$ is a linear combination of the terms $z^l$, $l = -j, -(j - 1), \ldots, (j + 1)$, that are orthogonal to $P_{j+1;2}(z)$. Substituting (3.24) into (3.22) we obtain the relation $a_{j,j+1;2;2} = k_{j;2}(k_{j+1;2})^{-1} > 0$.

Positivity of $a_{j,j+1;1;1}$ is obtained from (3.23) analogously. There one can use that according to (3.13) $zP_{j;1}(z) \in \mathcal{P}_{j+1;1}$; the coefficient of this function at $P_{j+1;1}(z)$ is positive as it follows from relation similar to (3.24).

Let us prove estimate (3.21). Actually it follows from the Parseval equality by decomposing the function $\bar{z}$ with respect to the orthonormal basis (3.5),
\[ |(\bar{z}, P_0(z))_{L^2}|^2 + |(\bar{z}, P_{1;1}(z))_{L^2}|^2 + |(\bar{z}, P_{1;2}(z))_{L^2}|^2 + \cdots = ||\bar{z}||_{L^2}^2 = 1. \tag{3.25} \]
\[ \square \]

In what follows we will use the usual well known notations for the elements $a_{j,k}$ of the Jacobi matrix,
\[ a_n = a_{n+1,1} : \mathcal{H}_n \rightarrow \mathcal{H}_{n+1}, \quad b_n = a_{n,n} : \mathcal{H}_n \rightarrow \mathcal{H}_n, \]
\[ c_n = a_{n,n+1} : \mathcal{H}_{n+1} \rightarrow \mathcal{H}_n, \quad n \in \mathbb{N}_0. \tag{3.26} \]

All the previous results are summarized in the following theorem.

**Theorem 3.5.** The bounded normal operator $A$ of multiplication by $z$ in the space $L^2$, with respect to the orthonormal basis (3.5) of polynomials, has the form of a three-diagonal block Jacobi type unitary matrix $J = (a_{j,k})_{j,k=0}^\infty$ which acts on the space (3.7),
\[ I_2 = \mathcal{H}_0 \oplus \mathcal{H}_1 \oplus \mathcal{H}_2 \oplus \cdots, \quad \dim \mathcal{H}_0 = 1, \quad \dim \mathcal{H}_1 = \dim \mathcal{H}_2 = \cdots = 2. \tag{3.27} \]

The norms of all the operators $a_{j,k} : \mathcal{H}_k \rightarrow \mathcal{H}_j$ are uniformly bounded with respect to $j, k \in \mathbb{N}_0$. In notation (3.26), this matrix has the form
\[ J = \begin{pmatrix} b_0 & c_0 & 0 & 0 & 0 & \cdots \\ a_0 & b_1 & c_1 & 0 & 0 & \cdots \\ 0 & a_1 & b_2 & c_2 & 0 & \cdots \\ 0 & 0 & a_2 & b_3 & c_3 & \cdots \\ \vdots & \vdots & \vdots & \vdots & \vdots & \ddots \end{pmatrix} \]
\[ = \begin{pmatrix} *b_0 & * & c_0 & * & \cdots \\ * & * & * & 0 & 0 \\ a_0 & b_1 & c_1 & 0 & \cdots \\ 0 & * & * & * & \ddots \\ \vdots & \vdots & \vdots & \vdots & \ddots \\ 0 & a_1 & b_2 & c_2 & \cdots \\ 0 & 0 & a_2 & b_3 & c_3 & \cdots \\ \vdots & \vdots & \vdots & \vdots & \cdots \end{pmatrix} \tag{3.28} \]
In (3.28), \( b_0 \) is a \( 1 \times 1 \)-matrix (i.e., a scalar), \( a_0 \) is a \( 2 \times 1 \)-matrix, \( a_0 = (a_{0;\alpha})_{\alpha=1}^{2} \), \( c_0 \) is a \( 1 \times 2 \)-matrix, \( c_0 = (c_{0;\beta})_{\beta=1}^{2} \); for \( j \in \mathbb{N} \) the elements \( a_j = (a_{j;\alpha,\beta})_{\alpha,\beta=1}^{2} \), \( b_j = (b_{j;\alpha,\beta})_{\alpha,\beta=1}^{2} \), \( c_j = (c_{j;\alpha,\beta})_{\alpha,\beta=1}^{2} \) are \( 2 \times 2 \)-matrices. The matrices \( a_j, b_j, \) and \( c_j \) have elements either equal to zero or positive,

\[
\begin{align*}
\alpha_{0;1} & > 0, \quad \alpha_{0;2} = 0; \\
\alpha_{n;1} & = \alpha_{n;2} = 0, \quad \alpha_{n;1,1} > 0; \\
\alpha_{n;2,1} & = \alpha_{n;2,2} = 0, \quad \alpha_{n;2,1,1} = \alpha_{n;2,1,2} = 0, \quad \alpha_{n;2,2,1} > 0; \quad n \in \mathbb{N}.
\end{align*}
\]  

(3.29)

The matrix (3.28), in the scalar form, is five-diagonals of the indicated structure.

The adjoint operator \((A)^*\), with respect to basis (3.5), has the form of a similar three-diagonal block Jacobi type matrix \( J^* \),

\[
\begin{align*}
(a^*)_n &= (a^*)_{n+1,n} : \mathcal{H}_n \rightarrow \mathcal{H}_{n+1}, \\
(b^*)_n &= (a^*)_{n,n} : \mathcal{H}_n \rightarrow \mathcal{H}_n, \\
(c^*)_n &= (a^*)_{n,n+1} : \mathcal{H}_{n+1} \rightarrow \mathcal{H}_n, \quad n \in \mathbb{N}_0.
\end{align*}
\]  

(3.30)

Also, the following equalities hold:

\[
\begin{align*}
(a^*)_{0;\alpha} &= \tilde{c}_{0;\alpha}, \quad (b^*)_0 = \tilde{b}_0, \quad (c^*)_{0;\beta} = \tilde{a}_{0;\beta}, \quad \alpha, \beta = 1, 2; \\
(a^*)_{n;\alpha,\alpha} &= \tilde{c}_{n;\alpha,\alpha}, \quad (b^*)_{n;\alpha,\beta} = \tilde{b}_{n;\alpha,\beta}, \quad (c^*)_{n;\alpha,\beta} = \tilde{a}_{n;\beta,\alpha}, \quad \alpha, \beta = 1, 2, \quad n \in \mathbb{N}.
\end{align*}
\]  

(3.31)

These matrices \( J, J^* \) act as follows: \( \forall f = (f_n)_{n=0}^{\infty} \in \mathcal{L}_2 \)

\[
\begin{align*}
(Jf)_n &= \alpha_{n-1}f_{n-1} + \beta_n f_n + \gamma_{n} f_{n+1}, \\
(J^*f)_n &= \tilde{\alpha}_{n-1}f_{n-1} + \tilde{\beta}_n f_n + \tilde{\gamma}_{n} f_{n+1}, \quad n \in \mathbb{N}_0, \quad f_{-1} = 0
\end{align*}
\]  

(3.32)

(here \( * \) denotes the usual adjoint matrix).

The form of elements in the expression for \( J^* \) follows from (3.14), (3.16), and (3.26).

4. The Corresponding Direct and Inverse Spectral Problems

For this section we refer to [15], since a similar section is written in [15]. Although it suffices to replace only the circle \( \Gamma \) with an arbitrary second order curve \( \Gamma \), we decided to include it here in full, since [15] is not available today.

In the previous section, we have actually given a solution of the inverse problem.

Now we will consider operators on the space \( \mathcal{L}_2 \) of the form (3.7). Additionally to the space \( \mathcal{L}_2 \) we consider its rigging

\[
(\mathcal{L}_2^*)' \supset \mathcal{L}_2(p^{-1}) \supset \mathcal{L}_2(p) \supset \mathcal{L}_2(p^{-1}) \supset \mathcal{L}_2,
\]  

(4.33)

where \( \mathcal{L}_2(p) \) is the weighted \( \mathcal{L}_2 \) space with a weight \( p = (p_n)_{n=0}^{\infty}, p_n \geq 1, (p^{-1} = (p_n^{-1})_{n=0}^{\infty}) \).

In our case \( \mathcal{L}_2(p) \) is the Hilbert space of sequences \( f = (f_n)_{n=0}^{\infty}, f_n \in \mathcal{H}_n, \) which satisfy

\[
\|f\|_{\mathcal{L}_2(p)}^2 = \sum_{n=0}^{\infty} \|f_n\|_{\mathcal{H}_n}^2 p_n; \quad (f, g)_{\mathcal{L}_2(p)} = \sum_{n=0}^{\infty} \langle f_n, g_n \rangle_{\mathcal{H}_n} p_n.
\]  

(4.34)

The space \( \mathcal{L}_2(p^{-1}) \) is defined analogously; \( \mathcal{L}_2^* \) is the space of finite sequences, and \( (\mathcal{L}_2^*)' \) is the space conjugate to \( \mathcal{L}_2^* \). It is easy to show that the embedding \( \mathcal{L}_2(p) \hookrightarrow \mathcal{L}_2 \) is quasinuclear if \( \sum_{n=0}^{\infty} p_n^{-1} < \infty \) (see for example [16] Ch. 7; [18] Ch. 15).

Let \( A \) be a normal operator standardly connected with the chain (4.33). According to the projection spectral theorem (see [17] Ch. 3, Theorem 2.7; [16] Ch. 5; [18], Ch. 15) such an operator has a representation

\[
Af = \int_{\Gamma} z \Phi(z) d\sigma(z)f, \quad f \in \mathcal{L}_2,
\]  

(4.35)

where \( \Phi(z) : \mathcal{L}_2(p) \rightarrow \mathcal{L}_2(p^{-1}) \) is the generalized projection operator, and \( d\sigma(z) \) is a spectral measure. The operator \( A^* \), which is adjoint to \( A \), has the same representation
(3.13) where $z\Phi(z)$ is replaced with $z\Phi(z)$. For every $f \in \mathbb{I}_{\mathbb{C}}$, the projection $\Phi(z)f \in \mathbb{I}_2(p^{-1})$ is a generalized eigenvector of the operators $A$ and $A^*$ with corresponding eigenvalues $z$ and $\bar{z}$. For all $f, g \in \mathbb{I}_{\mathbb{C}}$ we have the Parseval equality

$$
(f, g)_{\mathbb{I}} = \int_{\Gamma} (\Phi(z)f, g)_{\mathbb{I}} d\sigma(z); 
$$

(4.36)

being extended by continuity, the equality (4.36) holds for all for $f, g \in \mathbb{I}_2$.

Let us denote by $\pi_n$ the operator of orthogonal projection from $\mathbb{I}_2$ onto $\mathcal{H}_n$, $n \in \mathbb{N}_0$. Hence, $\forall f = (f_n)_{n=0}^{\infty} \in \mathbb{I}_2$ we have $f_n = \pi_n f$. This operator acts analogously in the spaces $\mathbb{I}_2(p)$ and $\mathbb{I}_2(p^{-1})$ but possibly with the norm which is not equal to one.

Let us consider the operator matrix $(\Phi_{j,k}(z))_{j,k=0}^{\infty}$, where

$$
\Phi_{j,k}(z) = \pi_j \Phi(z) \pi_k : \mathbb{I}_2 \rightarrow \mathcal{H}_j, \quad (or \ \mathcal{H}_k \rightarrow \mathcal{H}_j).
$$

(4.37)

The Parseval equality (4.36) can be rewritten as follows: $\forall f, g \in \mathbb{I}_2$

$$
(f, g)_{\mathbb{I}} = \sum_{j,k=0}^{\infty} \int_{\Gamma} (\Phi(z)\pi_k f, \pi_j g)_{\mathbb{I}} d\sigma(z) = \sum_{j,k=0}^{\infty} \int_{\Gamma} (\pi_j \Phi(z)\pi_k f, g)_{\mathbb{I}} d\sigma(z)
$$

$$
= \sum_{j,k=0}^{\infty} \int_{\Gamma} (\Phi_{j,k}(z)f_k, g_j)_{\mathbb{I}} d\sigma(z).
$$

(4.38)

We will now consider a more special bounded operator $A$ acting on the space $\mathbb{I}_2$. Namely, let it be generated by a matrix $J$ which has a three-diagonal block structure of the form (3.28), with uniformly bounded norms of the elements $a_n$, $b_n$, and $c_n$, with respect to $n \in \mathbb{N}_0$. So, this operator $A$ is defined by the first expression in (3.32), the adjoint operator is defined analogously by the second expression in (3.32).

In what follows we suppose that conditions (3.29) are fulfilled and, additionally, the operator $A$ given by (3.28) on $\mathbb{I}_2$ is normal. The conditions that imply that this operator is normal will be given in the next section. Here we only note that the operator $A$ is normal if and only if its elements $a_n$, $b_n$, and $c_n$ satisfy some simple recursion relation obtained from the equality $AA^* = A^*A$.

In the next step we will rewrite the Parseval equality (4.38) in terms of generalized eigenvectors of the operator $A$. At first we prove the following lemma.

**Lemma 4.1.** Let $\varphi(z) = (\varphi_n(z))_{n=0}^{\infty}, \varphi_n(z) \in \mathcal{H}_n, z \in \mathbb{C}$, be a fixed solution in $(\mathbb{I}_{\mathbb{C}})'$ of the following system with the initial condition $\varphi_0(z) = \varphi_0 \in \mathbb{C}$:

$$
(J^+ \varphi)(z) = c_{n-1}^* \varphi_{n-1}(z) + b_n^* \varphi_n(z) + a_n^* \varphi_{n+1}(z) = \bar{z} \varphi_n(z),
$$

$$
(J \varphi)(z) = a_{n-1} \varphi_{n-1}(z) + b_n \varphi_n(z) + c_n \varphi_{n+1}(z) = z \varphi_n(z),
$$

(4.39)

Then this solution exist $\forall \varphi_0$ and has the form: $\forall n \in \mathbb{N}$

$$
\varphi_n(z) = Q_n(z)\varphi_0 = (Q_{n;1}, Q_{n;2})\varphi_0,
$$

(4.40)

where $Q_{n;1}$ and $Q_{n;2}$ are polynomials in $z$ and $\bar{z}$ and these polynomials have the form

$$
Q_{n;1}(z) = l_{n;1} z^n + q_{n;1}(z), \quad Q_{n;2}(z) = l_{n;2} z^n + q_{n;2}(z).
$$

(4.41)

Here $l_{n;1} > 0$, $l_{n;2} > 0$ and $q_{n;1}(z), q_{n;2}(z)$ are linear combinations of $z^j \bar{z}^k$ for $0 \leq j + k \leq n - 1$; $Q_0(z) = 1, z \in \mathbb{C}$.

**Proof.** For $n = 0$, system (4.39) has the form

$$
b_0 \varphi_0 + c_0 \varphi_1 = z \varphi_0, \quad c_0 \varphi_{1;1} + c_2 \varphi_{1;2} = (z - b_0) \varphi_0,
$$

$$
b_0^* \varphi_0 + a_0^* \varphi_1 = \bar{z} \varphi_0, \quad a_0^* \varphi_{1;1} + a_0^* \varphi_{1;2} = (\bar{z} - b_0) \varphi_0.
$$

(4.42)
Here and in what follows we denote $\varphi_n(z) = (\varphi_{n;1}(z), \varphi_{n;2}(z)) \in \mathcal{H}_n$, $n \in \mathbb{N}$. Using the assumption (3.29) for the matrix (3.28) we re write the last two equalities in (4.42) in the form

$$d_0 \varphi_1(z) = ((z - b_0)\varphi_0, (\bar{z} - \bar{b}_0)\varphi_0); \quad d_0 = \begin{pmatrix} c_{0;1} & c_{0;2} \\ a_{0;1} & 0 \end{pmatrix}, \quad c_{0;2}, a_{0;1} > 0.$$ 

Hence, there exists an inverse matrix $d_0^{-1}$ and, consequently,

$$(\varphi_{1;1}(z), \varphi_{1;2}(z)) = \varphi_1(z) = d_0^{-1}((z - b_0)\varphi_0, (\bar{z} - \bar{b}_0)\varphi_0).$$

Therefore

$$\varphi_{1;1}(z) = \frac{1}{a_{0;1}}(\bar{z} - \bar{b}_0)\varphi_0 = Q_{1;1}(z)\varphi_0,$$

(4.43)

$$\varphi_{1;2}(z) = (r_1(z - b_0) + r_2(\bar{z} - \bar{b}_0) + r_3)\varphi_0 = Q_{1;2}(z)\varphi_0,$$

where $r_1 > 0$, $r_2$ and $r_3$ some constants. In another words the solution $\varphi_n(z)$ of (4.39) for $n = 1$ has a form of (4.40) and (4.41).

Using induction suppose that, for $n \in \mathbb{N}$, there exists $\varphi_n(z)$ and it has the form (4.40) and (4.41). Then it will follow that $\varphi_{n+1}(z)$ also has the form (4.40) and (4.41).

From (4.39) we get

$$c_n \varphi_{n+1}(z) = (z - b_n)\varphi_n(z) - a_{n-1} \varphi_{n-1}(z),$$

$$a_n \varphi_{n+1}(z) = (\bar{z} - \bar{b}_n)\varphi_n(z) - c_{n-1} \varphi_{n-1}(z).$$

Summing the two last equalities and taking into account (3.29), (4.40), and (4.41) we obtain

$$d_n \varphi_{n+1}(z) = ((z + \bar{z})1 - (b_n + b_n^*)\varphi_n(z) - (a_{n-1} + c_{n-1})\varphi_{n-1}(z)$$

$$= ((z + \bar{z})1 - (b_n + b_n^*))(l_{n;1}z^n + q_{n;1}(z), l_{n;2}z^n + q_{n;2}(z))\varphi_0$$

$$- (a_{n-1} + c_{n-1})(l_{n-1;1}z^{n-1} + q_{n-1;1}(z), l_{n-1;2}z^{n-1} + q_{n-1;2}(z))\varphi_0$$

$$= (s_{n;1}(z), s_{n;2}(z))\varphi_0;$$

$$d_n = \begin{pmatrix} a_{n;1,1} & 0 \\ c_{n;2,1} + a_{n;1,2} & c_{n;2,2} \end{pmatrix}, \quad a_{n;1,1} > 0, \quad c_{n;2,2} > 0.$$

From (4.44) it follows that the matrix $d_n^{-1}$ exists. In such a way one can recover expressions for $\varphi_{n+1;1}(z)$ and $\varphi_{n+1;2}(z)$ using the right-hand side of (4.44), which we have denoted by $(s_{n;1}(z), s_{n;2}(z))\varphi_0$, i.e.,

$$(\varphi_{n+1;1}(z), \varphi_{n+1;2}(z)) = d_n^{-1}(s_{n;1}(z), s_{n;2}(z))\varphi_0,$$

(4.45)

$$\varphi_{n+1;1}(z) = \frac{1}{a_{n;1,1}}s_{n;1}(z),$$

$$\varphi_{n+1;2}(z) = (d_n^{-1})_{2,1}s_{n;1}(z) + (d_n^{-1})_{2,2}s_{n;2}(z).$$

From (4.44) and (4.45) we find the growth of the powers of $z$ and $\bar{z}$ in the right-hand sides of these expressions. This is so since we have in each step a multiplication by the matrix $(z + \bar{z})1$. It gives that $s_{n;1}(z)$ and $s_{n;2}(z)$ have the form $l_{n+1;1}z^{n+1} + q_{n+1;1}(z)$ and $l_{n+1;2}z^{n+1} + q_{n+1;2}(z)$, correspondingly.

It is not difficult to also see that the new higher terms $l_{n+1;1}$ and $l_{n+1;2}$ are also positive. For $l_{n+1;1}$ this fact follows from the second expression of (4.45) and for $l_{n+1;2}$ it follows from the last expression of (4.45), i.e, from positivity of diagonal elements of the matrix $d_n$ and the location of the term $l_{n;2}z^n$ in the second coordinate of the vector $(l_{n;1}z^n + q_{n;1}(z), l_{n;2}z^n + q_{n;2}(z))$. Hence, we complete the induction and a use of (4.43) finishes the proof. \qed
Next we will consider \( Q_n(z) \) for fixed \( z \) as a linear operator that acts from \( \mathcal{H}_0 \) into \( \mathcal{H}_n \), i.e., \( \mathcal{H}_0 \ni \varphi_0 \to Q_n(z)\varphi_0 \in \mathcal{H}_n \). We also regard \( Q_n(z) \) as an operator valued polynomial of \( z, \bar{z} \in \mathbb{C} \); hence, for the adjoint operator we have \( Q_n^*(z) = (Q_n(z))^* : \mathcal{H}_n \to \mathcal{H}_0 \).

Using the polynomials \( Q_n(z) \) we construct the following representation for \( \Phi_{j,k}(z) \).

**Lemma 4.2.** The operator \( \Phi_{j,k}(z) \), has the following representation for all \( z \in T \):

\[
\Phi_{j,k}(z) = Q_j(z)\Phi_{0,0}(z)Q_k^*(z) : \mathcal{H}_k \to \mathcal{H}_j, \quad j, k \in \mathbb{N}_0, \tag{4.46}
\]

where \( \Phi_{0,0}(z) \geq 0 \) is a scalar.

**Proof.** For a fixed \( k \in \mathbb{N}_0 \) the vector \( \varphi = \varphi(z) = (\varphi_j(z))_{j=0}^\infty \), where

\[
\varphi_j(z) = \Phi_{j,k}(z) = \pi_j \Phi(z) \pi_k \in \mathcal{H}_j, \quad z \in \Gamma, \tag{4.47}
\]

is a generalized solution in \( (l_2n)' \) of the equation \( J \varphi(z) = z \varphi(z) \), since \( \Phi(z) \) is a projector acting on generalized eigenvectors of the operator \( A \) with the corresponding generalized eigenvalues \( z \). Therefore \( \forall g \in l_2n \), we have \((\varphi, J^+g)_{l_2} = z(\varphi, g)_{l_2}\). Transfer here of the finite difference expression \( J^+ \) on \( \varphi \), we get \((J\varphi, g)_{l_2} = z(\varphi, g)_{l_2}\). Hence, it follows that \( \varphi = \varphi(z) \in l_2(p^{-1}) \) is a usual solution of the equation \( J \varphi = z \varphi \) with the initial condition \( \varphi_0 = \pi_0 \Phi(z) \pi_k \in \mathcal{H}_0 \).

Since \( \forall f \in l_2n \), the vector \( \Phi(z)f \in l_2(p^{-1}) \) is also a generalized eigenvector of the operator \( A^* \) with the corresponding eigenvalue \( \bar{z} \) (because \( A \) is a unitary operator), the same \( \varphi = \varphi(z) \) in (4.47) is also a solution of the equation \( J^+ \varphi = \bar{z} \varphi \) with the same initial condition, \( \varphi_0 = \pi_0 \Phi(z) \pi_k \).

Using Lemma 4.1 and due to (4.40) we obtain

\[
\Phi_{j,k}(z) = Q_j(z)(\Phi_{0,k}(z)), \quad j \in \mathbb{N}_0. \tag{4.48}
\]

The operator \( \Phi(z) : l_2(p) \to l_2(p^{-1}) \) is formally selfadjoint in \( l_2 \) (as a derivation with respect to the corresponding resolution of identity in \( l_2 \) of the operator \( A \) on the spectral measure). Hence, according to (4.46) we get

\[
(\Phi_{j,k}(z))^* = (\pi_j \Phi(z) \pi_k)^* = \pi_k \Phi(z) \pi_j = \Phi_{k,j}(z), \quad j, k \in \mathbb{N}_0. \tag{4.49}
\]

For a fixed \( j \in \mathbb{N}_0 \) from (4.49) and previous considerations it follows that the vector

\[
\psi = \psi(z) = (\psi_k(z))_{k=0}^\infty, \quad \psi_k(z) = \Phi_{k,j}(z) = (\Phi_{j,k}(z))^* \tag{4.50}
\]

is a usual solution of the equations \( J \psi = z \psi \) and \( J^+ \psi = \bar{z} \psi \) with the initial condition \( \psi_0 = \Phi_{0,j}(z) = (\Phi_{j,0}(z))^* \).

Using again Lemma 4.1 we obtain a representation of type (4.48),

\[
\Phi_{k,j}(z) = Q_k(z)(\Phi_{0,j}(z)), \quad k \in \mathbb{N}_0. \tag{4.50}
\]

Taking into account (4.49) and (4.50) we get

\[
\Phi_{0,k}(z) = (\Phi_{k,0}(z))^* = (Q_k(z)\Phi_{0,0}(z))^* = \Phi_{0,0}(z)(Q_k(z))^*, \quad k \in \mathbb{N}_0 \tag{4.51}
\]

(here we used that \( \Phi_{0,0}(z) \geq 0 \), which follows from (4.36) and (4.37)). Substituting (4.51) into (4.48) we obtain (4.46). □

Now we obtain the possibility to rewrite the Parseval equality (4.38) in a more concrete form. To this end we substitute the expression (4.46) for \( \Phi_{j,k}(z) \) into (4.38) to get
\[ \forall f, g \in \mathcal{I}_{\text{fin}} \\
(f, g)_{\mathcal{I}_{\text{fin}}} = \sum_{j, k=0}^{\infty} \int_{\Gamma} (\Phi_j, k(z) f_k, g_j)_{\mathcal{I}_{\text{fin}}} \, d\sigma(z) = \sum_{j, k=0}^{\infty} \int_{\Gamma} (Q_j(z) \Phi_0, 0(z) Q_k^*(z) f_k, g_j)_{\mathcal{I}_{\text{fin}}} \, d\sigma(z) \\
= \sum_{j, k=0}^{\infty} \int_{\Gamma} (Q_j^*(z) f_k, Q_k^*(z) g_j)_{\mathcal{I}_{\text{fin}}} \, d\sigma(z) = \int_{\Gamma} \left( \sum_{j=0}^{\infty} Q_j^*(z) f_k \right) \left( \sum_{j=0}^{\infty} Q_j^*(z) g_j \right) \, d\sigma(z), \\
d\sigma(z) = \Phi_{0, 0}(z) \, d\sigma(z). \quad (4.52) \]

Introduce the Fourier transform \( \hat{\cdot} \) which is generated by the unitary operator \( A \) in the space \( \mathcal{I}_{\text{fin}} \), \( f, g \in \mathcal{I}_{\text{fin}} \)

\[ \mathcal{I}_{\text{fin}} \ni f = (f_n)_{n=0}^{\infty} \mapsto \hat{f}(z) = \sum_{n=0}^{\infty} Q_n^*(z) f_n \in L^2(\Gamma, d\rho(z)). \quad (4.53) \]

Hence, (4.52) gives the Parseval equality in a final form: \( \forall f, g \in \mathcal{I}_{\text{fin}} \)

\[ (f, g)_{\mathcal{I}_{\text{fin}}} = \int_{\Gamma} \hat{f}(z) \overline{\hat{g}(z)} \, d\rho(z). \quad (4.54) \]

After extending by continuity we see that (4.54) holds for all \( f, g \in \mathcal{I}_{\text{fin}} \).

Orthogonality of polynomials \( Q_n^*(z) \) follows from (4.53) and (4.54). This follows from (4.53) and (4.54) by taking \( f = (0, \ldots, 0, f_k, 0, \ldots) \), \( f_k \in \mathcal{H}_k \), \( g = (0, \ldots, 0, g_j, 0, \ldots) \), \( g_j \in \mathcal{H}_j \). Then \( \forall k, j \in \mathbb{N}_0 \)

\[ \int_{\Gamma} (Q_j^*(z) f_k)(\overline{Q_j^*(z) g_j}) \, d\sigma(z) = \delta_{j, k}(f_j, g_j)_{\mathcal{H}_j}. \quad (4.55) \]

Using representation (4.40) for these polynomials we can rewrite (4.55) in a more classical scalar form. For this reason we remark that \( Q_n^*(z) = Q_0(z) \) and for \( n \in \mathbb{N} \), according to (4.40), \( Q_n(z) = (Q_{n;1}(z), Q_{n;2}(z)) : \mathcal{H}_0 \rightarrow \mathcal{H}_n \). Hence, for the adjoint operator \( Q_n^*(z) : \mathcal{H}_n \rightarrow \mathcal{H}_0 \) we have: \( \forall x \in \mathcal{H}_0, y = (y_1, y_2) \in \mathcal{H}_n \)

\[ (Q_n(z)x, y)_{\mathcal{H}_n} = ((Q_{n;1}(z)x, Q_{n;2}(z)x), (y_1, y_2))_{\mathcal{H}_n} = Q_{n;1}(z)x y_1 + Q_{n;2}(z)x y_2 = x(Q_{n;1}(z)y_1 + Q_{n;2}(z)y_2) = (x, Q_n^*(z)y)_{\mathcal{H}_0}, \]

that is, \( Q_n^*(z)y = \overline{Q_{n;1}(z)y_1 + Q_{n;2}(z)y_2} \).

Due to the last equality for \( n \in \mathbb{N} \) and \( f_n = (f_{n;1}, f_{n;2}) \in \mathcal{H}_n \), \( z \in \Gamma \) we obtain

\[ Q_n^*(z) f_n = Q_{n;1}(z) f_{n;1} + Q_{n;2}(z) f_{n;2}, \quad Q_0^*(z) = 1. \quad (4.56) \]

Therefore (4.55) takes the form: \( \forall f_0, g_0, f_{k;1}, f_{k;2}, g_{j;1}, g_{j;2} \in \mathbb{C}, j, k \in \mathbb{N} \)

\[ \int_{\Gamma} (Q_{k;1}(z)f_{k;1} + Q_{k;2}(z)f_{k;2})(\overline{Q_{j;1}(z)f_{j;1}} + \overline{Q_{j;2}(z)f_{j;2}}) \, d\rho(z) = \delta_{j, k}(f_{j;1} \overline{g_{j;1}} + f_{j;2} \overline{g_{j;2}}). \]

This equality is equivalent to the following relation of orthogonality in the usual classical form: \( \forall j, k \in \mathbb{N}_0, \forall \alpha, \beta = 1, 2 \)

\[ \int_{\Gamma} Q_{k;\beta}(z) Q_{j;\alpha} d\rho(z) = \delta_{j, k} \delta_{\alpha, \beta} \quad (Q_{0;\alpha} = Q_0(z)). \quad (4.57) \]

Let us remark that due to (4.56) the Fourier transform (4.53) can be rewritten in the form: \( \forall f = (f_n)_{n=0}^{\infty} \in \mathcal{I}_{\text{fin}} \)

\[ \hat{f}(z) = f_0 + \sum_{n=1}^{\infty} (Q_{n;1}(z)f_{n;1} + Q_{n;2}(z)f_{n;2}), \quad z \in \Gamma. \quad (4.58) \]

Using the above stated results of this section, we can formulate the following spectral theorem for our unitary operator \( A \).
This construction is carried out according to Theorem 3.5 with a use of the Schmidt orthogonalization procedure applied to system (3.4). For the constructed, from operator (4.60) is unitary that maps after extending by continuity, formulas (4.60) and (4.61) hold for all its elements and the linear operator which is defined on finite vectors by a matrix \( J \) normal operator on this space.

Lemma 4.1 we construct from system in \([3.7]\) Theorem 4.3. Consider the space \((3.7)\) \( \langle \Gamma \rangle \) equality of the spectral measure constructed from the operator and the given one.

Proof. This is true, since the system of orthogonal polynomials, corresponding to \( A \), \( Q_{n,1}(z) \) and \( Q_{n,2}(z) \), \( n \in \mathbb{N} \), and \( Q_0(z) \), are orthonormal in \( L^2(\Gamma, d\rho(z)) \) and according to Lemma 4.1 are constructed from \( z^j, z^k, z \in \Gamma \), in the same way as system (3.5) is constructed from \( z^j, z^k, j, k \in \mathbb{N}_0 \). In such a way, \( \forall n \in \mathbb{N} \)

\[
Q_0(z) = 1 = P_0(z), \quad Q_{n,1}(z) = P_{n,2}(z), \quad Q_{n,2}(z) = P_{n,1}(z). \tag{4.62}
\]

Since both systems of polynomials form a total set in \( L^2(\Gamma, d\rho(z)) \), (4.62) establishes equality of the spectral measure constructed from the operator and the given one. \( \square \)
Let us remark that the expressions (3.11) and (3.15) (as it was known in the classical theory of Jacobi matrices) reestablish the initial matrix (3.28) from the spectral measure $d\rho(z)$ of the operator constructed from $J$ in $L_2$.

5. The inner structure of the corresponding matrices

To present our result in a convenient form, we redefine elements of matrix (3.28) in the following unusual form:

$$ J = \begin{pmatrix} a_{0;00} & a_{1;00} & a_{1;01} & a_{0;10} & a_{1;10} & a_{1;11} \\ a_{2;00} & a_{2;10} & a_{3;00} & a_{3;10} & a_{3;11} \\ a_{2;01} & a_{2;11} & a_{4;00} & a_{4;10} & \cdots \\ a_{4;00} & a_{4;10} & \cdots \\ \vdots & \vdots & \vdots & \vdots & \vdots \end{pmatrix} $$  \hspace{1cm} (5.63)

Taking into account real (positive) elements $J$, the adjoint matrix has a form

$$ J^+ = \begin{pmatrix} \bar{a}_{0;00} & a_{0;10} \\ \bar{a}_{1;00} & \bar{a}_{1;10} & \bar{a}_{2;00} & a_{2;10} & \bar{a}_{2;11} \\ \bar{a}_{1;01} & \bar{a}_{1;11} & \bar{a}_{3;00} & \bar{a}_{3;10} & \bar{a}_{4;00} & \bar{a}_{4;01} \\ \bar{a}_{3;01} & \bar{a}_{3;11} & \bar{a}_{4;01} & \bar{a}_{4;10} & \bar{a}_{4;11} \\ \vdots & \vdots & \vdots & \vdots & \vdots \end{pmatrix} $$  \hspace{1cm} (5.64)

Now we find conditions that would guarantee the equality $JJ^+ = J^+J$.

Using the unusual form of the matrix elements we can formulate the theorem in a concise manner.

**Theorem 5.1.** The matrix (5.65) is normal, i.e., satisfies the equality $JJ^+ = J^+J$ (and hence, generates pre(normal operator)) if and only if its elements satisfy the following conditions. Some of elements are arbitrary (basic parameters) and other are calculated by recurrence:

$$ \forall a_{1;00} \in \mathbb{C}, a_{1;01} > 0, \quad a_{0;10} := \sqrt{|a_{1;00}|^2 + a_{1;01}^2}, $$  \hspace{1cm} (5.65)

$$ a_{1;11} := \frac{1}{a_{1;01}}[\bar{a}_{1;00}(a_{0;00} - a_{1;10}) - a_{1;01}(\bar{a}_{0;00} - \bar{a}_{1;10})]; $$  \hspace{1cm} (5.66)

and, for $n \in \mathbb{N} := \{1, 2, \ldots\}$, we take an arbitrary element $a_{n+1;00} \in \mathbb{C}$ satisfying

$$ |a_{n+1;00}|^2 < |a_{n;11}|^2 + a_{n;01}^2, $$  \hspace{1cm} (5.67)

hence the technical parameter

$$ k_n := \frac{1}{a_{n;01}} \sqrt{|a_{n;11}|^2 + a_{n;01}^2 - |a_{n+1;00}|^2}, $$  \hspace{1cm} (5.68)

gives

$$ a_{n+1;11} := -k_n \bar{a}_{n;00}, \quad a_{n+1;01} := k_n a_{n;01} = a_{1;01} k_1 k_2 \ldots k_n, $$  \hspace{1cm} (5.69)

and

$$ a_{n+1;10} := \frac{1}{a_{n;01}}[a_{n-1;10} a_{n;00} + a_{n-1;11} \bar{a}_{n;11} - \bar{a}_{n;00} a_{n+1;00}]. $$  \hspace{1cm} (5.70)

**Proof.** We will denote elements of th matrices $JJ^+$ and $J^+J$ by $(j : k)$, $j, k \in \mathbb{N}$. We also use such symbols for separate equalities of the matrix equation $JJ^+ = J^+J$. Due to
the symmetry of $JJ^+$ and $J^+J$ it is sufficient to consider only the cases $j : k,$ $j \leq k,$ $j, k \in \mathbb{N}.$ Hence we have:

\[(1 : 1) \quad a_{0,00}a_{0,00} + a_{1,00}a_{1,00} + a_{1,01}a_{1,01} = a_{0,00}a_{0,00} + a_{0,10}a_{0,10},\]

\[(1 : 2) \quad a_{0,00}a_{0,10} + a_{1,00}a_{1,10} + a_{1,01}a_{1,11} = a_{0,00}a_{1,00} + a_{0,10}a_{1,10},\]

\[(1 : 3) \quad a_{0,00}a_{2,00} + a_{1,01}a_{2,10} = a_{0,00}a_{1,01} + a_{0,10}a_{1,11},\]

\[(1 : 4) \quad a_{1,00}a_{2,01} + a_{1,01}a_{2,11} = 0,\]

\[(2 : 2) \quad a_{0,10}a_{0,10} + a_{1,10}a_{1,10} + a_{1,11}a_{1,11} = a_{1,00}a_{1,00} + a_{1,01}a_{1,10} + a_{2,00}a_{2,00} + a_{2,01}a_{2,01}.\]

\[(2 : 3) \quad a_{1,10}a_{2,00} + a_{1,11}a_{2,10} = a_{1,00}a_{1,01} + a_{1,10}a_{1,11} + a_{2,00}a_{2,10} + a_{2,01}a_{2,01},\]

\[(2 : 4) \quad a_{1,10}a_{2,01} + a_{1,11}a_{2,11} = a_{2,00}a_{3,00} + a_{2,01}a_{3,10},\]

\[(2 : 5) \quad 0 = a_{2,00}a_{2,01} + a_{2,01}a_{3,11};\]

and so on for $n \geq 2$:

\[(2n - 1 : 2n - 1) \quad a_{2n-2,00}a_{2n-2,00} + a_{2n-2,10}a_{2n-2,10} + a_{2n-1,00}a_{2n-1,00} + a_{2n-1,01}a_{2n-1,01} + a_{2n-2,01}a_{2n-2,01} + a_{2n-1,01}a_{2n-1,01} = a_{2n-2,00}a_{2n-2,10} + a_{2n-1,00}a_{2n-1,01} + a_{2n-1,01}a_{2n-1,01},\]

\[(2n - 1 : 2n) \quad a_{2n-2,00}a_{2n-2,00} + a_{2n-2,10}a_{2n-2,10} + a_{2n-1,00}a_{2n-1,00} + a_{2n-1,01}a_{2n-1,01} + a_{2n-2,01}a_{2n-2,01} + a_{2n-1,01}a_{2n-1,01} = a_{2n-2,00}a_{2n-2,10} + a_{2n-1,00}a_{2n-1,01} + a_{2n-1,01}a_{2n-1,01},\]

\[(2n - 1 : 2n + 1) \quad a_{2n-1,00}a_{2n-0,00} + a_{2n-1,01}a_{2n-0,10} = a_{2n-2,10}a_{2n-1,01} + a_{2n-2,11}a_{2n-1,11},\]

\[(2n - 1 : 2n + 2) \quad a_{2n-1,00}a_{2n-0,01} + a_{2n-1,01}a_{2n-0,11} = 0,\]

\[(2n : 2n) \quad a_{2n-2,01}a_{2n-2,01} + a_{2n-2,11}a_{2n-2,11} + a_{2n-1,00}a_{2n-1,00} + a_{2n-1,01}a_{2n-1,01} + a_{2n-2,01}a_{2n-2,01} + a_{2n-1,01}a_{2n-1,01} = a_{2n-2,00}a_{2n-2,10} + a_{2n-1,00}a_{2n-1,01} + a_{2n-1,01}a_{2n-1,01},\]

\[(2n : 2n + 1) \quad a_{2n-1,00}a_{2n-0,00} + a_{2n-1,11}a_{2n-0,10} = a_{2n-1,00}a_{2n-1,01} + a_{2n-1,10}a_{2n-1,11} + a_{2n-1,00}a_{2n-1,01} + a_{2n-1,01}a_{2n-1,01} = a_{2n-2,10}a_{2n-1,01} + a_{2n-2,11}a_{2n-1,11},\]

\[(2n : 2n + 2) \quad a_{2n-1,10}a_{2n-0,01} + a_{2n-1,11}a_{2n-0,11} = a_{2n-0,00}a_{2n-1,01} + a_{2n-0,01}a_{2n-1,10},\]

\[(2n : 2n + 3) \quad 0 = a_{2n-0,00}a_{2n-1,01} + a_{2n-0,01}a_{2n-1,11}.\]

Thus, we conclude that \((1 : 1)\) (5.71) gives \((5.65)\), \((1 : 2)\) (5.71) gives \((5.66)\) and \((1 : 3)\) (5.71) gives \((5.70)\) for \(n = 1\). Take some coefficient \(k_1 > 0\) and put \(a_{2,11} := -k_1a_{1,00}, a_{2,01} := k_1a_{1,01}\). So we obtain \(5.69\) for \(n = 1\). The line \((1 : 2)\) in (5.71) gives \(|a_{2,00}|^2 - |a_{1,11}|^2 = (1 - k_1^2)a_{1,01}^2\), i.e., (5.67) for \(n = 1\) and here we calculate \(5.68\) for \(n = 1\).

The most difficult is \((2 : 3)\) (5.71). Let us show that \((2 : 3)\) follows from \((1 : 2), (1 : 3)\), and \((2 : 2)\) (5.71).

Using \((2 : 2)\) in (5.71) we substitute

\[a_{1,01}^2(k_1^2 - 1) = |a_{1,11}|^2 - |a_{2,00}|^2\]

into \((2 : 3)\) (5.71)

\[a_{2,00}(a_{1,10} - a_{2,10}) - a_{1,11}(a_{1,10} - a_{2,10}) = a_{1,00}a_{1,01}(1 - k_1^2).\]

Hence, multiplying the latter equality by \(a_{1,00}\) and \(a_{1,01}^2\) we have

\[a_{1,00}a_{2,00}a_{1,01}^2(a_{1,10} - a_{2,10}) - a_{1,11}a_{1,00}a_{2,01}^2(a_{1,10} - a_{2,10}) = |a_{1,00}|^2a_{1,01}^2|a_{2,00}|^2 - |a_{1,00}|^2a_{1,01}^2|a_{1,11}|^2.\]
Then we substitute (5.74) and (5.75) into (5.73) in several steps. Namely,

\[
\begin{align*}
&\frac{a_2}{a_0}a_1;00 = a_0;10(a_2;10 - a_0;00), \\
&\frac{a_1}{a_0}a_1;00 = a_0;10(a_2;10 - a_0;00),
\end{align*}
\]  

(5.74)

and from (1 : 2) (5.71) we have

\[
\begin{align*}
a_1;01a_1;11 &= a_1;00(a_0;00 - a_1;00) - a_0;10(\bar{a}_0;00 - \bar{a}_1;00), \\
a_1;01a_1;11 &= a_1;00(a_0;00 - a_1;00) - a_0;10(\bar{a}_0;00 - a_1;00), \\
\end{align*}
\]  

(5.75)

Then we substitute (5.74) and (5.75) into (5.73) in several steps. Namely,

\[
\begin{align*}
a_1;01[a_0;10a_1;11 - a_1;01(a_2;10 - a_0;00)](a_1;10 - a_2;10) \\
- a_1;00a_1;01(\bar{a}_1;00(a_0;00 - a_1;10) - a_0;10(\bar{a}_0;00 - \bar{a}_1;10))(a_1;10 - a_2;10) \\
= a_1;00[a_0;10a_1;11 - a_1;01(a_2;10 - a_0;00)](a_0;10a_1;11 - a_1;01(a_2;10 - a_0;00)) \\
- a_1;00^2(a_1;00(a_0;00 - a_1;10) - a_0;10(\bar{a}_0;00 - a_1;10)) \\
\cdot (a_1;00(a_0;00 - a_1;10) - a_0;10(\bar{a}_0;00 - a_1;10)) \\
\end{align*}
\]  

\[
\begin{align*}
a_1;01[a_0;10(a_0;00 - a_1;10) - a_0;10(\bar{a}_0;00 - \bar{a}_1;10)](a_1;10 - a_2;10) \\
- a_1;00^2(a_1;00(a_0;00 - a_1;10) - a_0;10(\bar{a}_0;00 - a_1;10))(a_1;10 - a_2;10) \\
= a_1;00(a_0;10(a_0;00 - a_1;10) - a_0;10(\bar{a}_0;00 - \bar{a}_1;10)) \\
- a_1;00^2(a_1;00(a_0;00 - a_1;10) - a_0;10(\bar{a}_0;00 - a_1;10)) \\
\cdot (a_1;00(a_0;00 - a_1;10) - a_0;10(\bar{a}_0;00 - a_1;10)) \\
\end{align*}
\]  

(5.76)
\[\tilde{a}_{1,00}a_{1,01}^2a_{0,10}(a_{0,00} - a_{1,10})(a_{1,10} - a_{2,10}) + (a_{0,00} - a_{1,10})(a_{2,10} - a_{0,00})\]
\[+ a_{1,00}a_{1,01}^2a_{0,10}(|\tilde{a}_{0,00} - \tilde{a}_{1,10}|(\tilde{a}_{1,10} - \tilde{a}_{2,10}) + (\tilde{a}_{0,00} - \tilde{a}_{1,10})(a_{2,10} - a_{0,00})\]
\[- a_{1,01}a_{2,10}((\tilde{a}_{0,00} - \tilde{a}_{1,10})(\tilde{a}_{1,10} - a_{2,10}) + (\tilde{a}_{0,00} - \tilde{a}_{1,10})(a_{2,10} - a_{0,00})\]
\[+ (a_{0,00} - a_{1,10})(\tilde{a}_{2,10} - \tilde{a}_{0,00})\]
\[- a_{1,01}^4((\tilde{a}_{2,10} - \tilde{a}_{0,00})(a_{1,10} - a_{2,10}) + (a_{1,10} - a_{0,00})(\tilde{a}_{2,10} - \tilde{a}_{0,00})\]
\[= -[a_{1,00}]^3a_{0,10}a_{0,00}(a_{0,00} - a_{1,10})^2 - a_{1,00}a_{0,10}^2(a_{0,00} - a_{1,10})^2\]
\[+ a_{1,00}[a_{0,00}a_{1,01}^2((\tilde{a}_{0,00} - \tilde{a}_{1,10})(a_{1,10} - a_{2,10}) + (\tilde{a}_{0,00} - \tilde{a}_{1,10})(a_{2,10} - a_{0,00})\]
\[+ 2(a_{0,00} - a_{1,10})(\tilde{a}_{2,10} - \tilde{a}_{0,00}) + (a_{0,00} - a_{1,10})(\tilde{a}_{1,10} - \tilde{a}_{2,10})\]
\[+ 2(a_{0,00} - a_{1,10})(\tilde{a}_{2,10} - \tilde{a}_{0,00}) + (a_{0,00} - a_{1,10})(\tilde{a}_{0,00} - \tilde{a}_{1,10})\]
\[- a_{1,01}(a_{0,00} - a_{1,10})(a_{1,10} - a_{2,10}) + (\tilde{a}_{0,00} - \tilde{a}_{1,10})(a_{2,10} - a_{0,00})\]
\[+ a_{0,00}a_{1,01}^2((\tilde{a}_{0,00} - \tilde{a}_{1,10})(a_{1,10} - a_{2,10}) + (\tilde{a}_{0,00} - \tilde{a}_{1,10})(a_{2,10} - a_{0,00})\]
\[+ (a_{2,10} - a_{0,00})(\tilde{a}_{0,00} - \tilde{a}_{2,10}) + (a_{0,00} - a_{1,10})(\tilde{a}_{0,00} - \tilde{a}_{1,10})\]
\[= -[a_{1,00}]^3a_{1,01}a_{0,10}^2 + a_{1,00}a_{1,01}^2(a_{0,00} - a_{1,10})^2 - a_{1,00}a_{0,10}a_{1,01}^2(a_{0,00} - a_{1,10})^2\]
\[+ a_{1,00}[a_{0,00}a_{1,01}^2((a_{0,00} - a_{1,10})^2 - a_{1,00}a_{0,10}a_{1,01}^2(a_{0,00} - a_{1,10})^2\]
\[+ a_{1,00}a_{1,01}(a_{0,00} - a_{1,10})^2 + a_{1,00}a_{0,10}a_{1,01}(a_{0,00} - a_{1,10})^2\]

where we used (5.65).

\[\tilde{a}_{1,00}a_{1,01}^2a_{0,10}(a_{0,00} - a_{1,10})^2 - a_{1,00}a_{1,01}^2a_{0,10}(a_{0,00} - a_{1,10})^2 - a_{1,01}a_{1,01}^2a_{0,10}^2 \cdot 0 - a_{1,01}a_{0,10}^2 \cdot 0\]
\[- a_{1,10}a_{1,00}a_{1,01}^2a_{0,10}^2 - a_{1,01}a_{0,10}a_{1,01}^2a_{0,10}(a_{0,00} - a_{1,10})^2 - a_{1,01} \cdot 0\]
\[= -a_{1,00}a_{1,01}(a_{0,00} - a_{1,10})^2 - a_{1,00}a_{1,01}(a_{0,00} - a_{1,10})^2 - a_{1,00}a_{1,01}a_{0,10}^2 + a_{1,01}a_{0,10}^2\]
\[+ a_{1,00}a_{1,01}a_{0,10}a_{1,01}(a_{0,00} - a_{1,10})^2 - a_{1,00}a_{1,01}a_{0,10}a_{1,01}(a_{0,00} - a_{1,10})^2\]
\[+ a_{1,00}a_{0,10}a_{1,01}(a_{0,00} - a_{1,10})^2 + a_{1,00}a_{0,10}a_{1,01}(a_{0,00} - a_{1,10})^2\]

And we obtain the identity.

In such a long way we proved the first step of induction, i.e., using the result for \(k = 1\) we complete the proof for \(k = 2\). A transition from the step \(k = n\) to \(k = n + 1\) is the same as described above, with substitutions \(a_{n-1;xy}, a_{n;xy}\) and \(a_{n;xy}\), \((x, y = 0, 1)\) for \(a_{0;xy}, a_{1;xy}\) and \(a_{2;xy}\) \((x, y = 0, 1)\), correspondingly. Such substitution is valid due to the special form of indices of the elements in (3.28). \(\square\)

**Remark 5.2.** It is obvious that we can choose another elements of matrix (5.65) as basic parameters and calculate the rest.
Example 5.3. As a simple example we propose the normal matrix

\[
J = \begin{pmatrix}
    a_{0;00} & a_{1;00} & a_{1;01} \\
    a_{0;10} & a_{1;10} & a_{1;11} \\
    a_{1;11} & a_{1;10} & -a_{1;00} & a_{1;01} \\
    a_{1;01} & -a_{1;00} & a_{1;10} & -a_{1;11} \\
    -a_{1;11} & a_{1;10} & \cdots & -a_{1;00} \\
    a_{1;01} & \cdots & a_{1;00} & \cdots
\end{pmatrix}
\]

that we obtain by taking \( k_i = 1, \ i \in \mathbb{N} \).

Remark 5.4. In our opinion such kind of matrices with periodic numbers can be of a special interest.

Also it is of interest to look at spectral properties of the operators generated by such matrices with regard to their dependences on its elements.
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